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Abstract. Currently, the Latent Factor Modeling is one of the most
used approaches in various research fields that aim at identifying in-
teresting features that determine the evolution of a given phenomenon.
Typically, the latent factors are used to relate individual atomic ele-
ments each other: for example, semantically similar words in documents
of a textual corpus (text analysis), products to buy and users (recom-
mendation) or news in a social network (information diffusion). In this
paper, we define a new latent-factor-based approach aimed at discover-
ing human behavioral profiles. The difference from the current literature
is the relaxation of the atomicity constraint of the analyzed elements.
We instantiate the proposed model within the context of Human Behav-
ior Computing, where the elements in analysis are the human actions.
The latter are characterized by multiple features defined over different
domains, such as “what is being done”, “where”, “when”, or “how”.
We performed a test on a real-life dataset to prove the validity of the
proposed approach.

1 Introduction

The Behavior Computing [5] is a recent defined research field whose goal is
to investigate mathematical models that could summarize the dynamics of a
complex system or phenomenon.

In industry, the Behavior Computing is exploited for many applications, es-
pecially by Social Media Services, like Facebook, Twitter, Youtube or Tumblr.
These services base a big portion of their business on methodologies and tech-
niques able to discover user’s behavioral profiles. Such profiles are exploited to
understand the reasons why users perform specific actions, with the aim to rec-
ommend items that match their taste, suggest personalized information, share
interesting content or propose social connections, see for instance [2].

One of the most used approach to address the user behavior computing prob-
lem is the Latent Factor Modeling [15], which consists in defining and estimating
a set of unobserved variables that summarize the main characteristics of the un-
derlying population. The literature is rich of latent factor techniques aimed to
model complex behaviors (e.g. [3], [6], [T0], [1], [I2]), but most of them share



a feature: they focus on atomic samples. In other words, the most part of the
production of this research field assumes that the underlying phenomenon is
characterized by elementary events govern by some distribution probability, for
instance:

— Recommender systems deal with users and items (in many cases as ID);

— Link predictors in social networks deal with users and their atomic features;
— Community detectors deal with humans and links;

— Information diffusion predictors deal with humans and topics.

At the best of our knowledge, multidimensional (or multivariate) latent factor
modeling has not been thoroughly investigated in literature, but see [16].

In this paper we propose a novel approach of Human Behavior Computing
exploiting an extended version of Latent Dirichlet Allocation (LDA) [4] for mul-
tidimensional data. A human behavior is defined according to the set of actions
performed by a person. Each action is an instantiation of her behavior and it is
composed by a set of features: what is done, where and when, how, near what,
and so on represent some types of these features. In other words, actions are not
atomic.

The novelty of the approach consists in a more fine-grained perspective for
the human behavior learning than the current one in the latent factor literature;
each action is probable or not according to different angles of view (contexts or
dimensions): for instance, a user entering in a bank during the day is a common
event, while it’s more rare that the user enters in the bank during the night.

Throughout this paper, we follow the notation defined in Table [I} The rest
of the paper is organized as follows. Section [2| defines the proposed model and
explains how to estimate its parameters; Section [3| describes the multidimen-
sional nature of the data that feed the model; Section [4] shows how to exploit
the model in a real case scenario, in order to prove its utility; finally, Section [5]
concludes the paper.

| Variable | Description |
| U | The set of users u |
| K | Number of topics |
| z | Latent variable |
| D | The set of all dimensions, the index of a dimension is d, and |[D| = n |
| A | The set of actions, Ay is the actions taken by user u |
| k4 | Hyperparameter mixture on users (a vector of K elements or a scalar if symmetric) |
7 Hyperparameter mixture on topics for each dimension d (a vector of V elements or a scalar if
symmetric)
| Ou | Profile of user u, i.e. multinomial distribution over number of topics K |
‘ ¢§€d) ‘ Mixture components over the elements given a topic k and a dimension d ‘
(1 . ) . (d) . . . - . .
(zfl Yoo, zﬁ[”) Vector representing action a where each i5%) is the value of dimension d within action a. Given
Z, values in each dimension are conditionally independent from each other.

Table 1. Notation.



2 Multidimensional Latent Dirichlet Allocation

The proposed model is named Multidimensional Latent Dirichlet Allocation
(MDLDA), that basically extends the LDA technique [4] to the multidimen-
sional case. LDA considers a dyadic system and tries to define an association
protocol between two related sets: for instance documents and words or users
and item to purchase.

The intuition, that leads to the proposed extension, is that one of the under-
lying sets can contains composed elements, that are characterized by multiple
values, defined on domains of different dimensions.

All the variables and quantities used for the model definition are shown
in Table [1} a graphical form of the model is represented in Figure (I} and its
generative process is given in Table

-

Fig. 1. Multidimensional Latent Dirichlet Model in plate notation.

2.1 Parameter inference

In order to infer parameters for the MDLDA model, let us start with the
complete-data likelihood:

Pr (A'7 Z’ 67 ¢|a’ IB) =

n K
{H TP (¢,<j>|5<d>)} [T Pr0ule) TT Pr(zualén) TT Pr (21612, ) .

d=1k=1 uelU acA, deD

By the Law of Total Probability applied to 6 and ¢, we obtain a formula for
the complete-data likelihood:



— For every user u € U choose 0, ~ Dirichlet ()
— For every dimension d € D

e Choose ¢),(€d) ~ Dirichlet (ﬁ(d)) forke{1,...,K}
— For every user u € U and every action a € A,

e Choose the latent variable z ~ Discrete (6,,)
e For every dimension d € D

* Choose a value i'Y ~ Discrete (gf),(zd))

Table 2. Generative process for the proposed model

Pr(A,Z|a,B):// / Pr(A,Z, 0, ®|a, B) dodo ... dg™ |
0 Jop) P(n)

observe that integrals in the right hand side of the above equality are indepen-
dent, consequently we can group them as follows:

< /0 I Preulo) [T Pr(z,u7a|9u)d0>-

uelU a€A,

(H oo [ﬁ P <¢:‘f‘)lﬁ<d>)] [T IT v (¢;%z|¢gi%a)d¢<d>>

uelU a€eA,,

1)

Let us consider the first integral in the above formula, and let us assume that
n¥ equals the number of times the user u is associated to the latent variable k,
then:

K
[T Przualon) = [T 005 .
k=1

a€A,

moreover Pr(0,|a) is given by a Dirichlet distribution, and then

1 K
Pr (0u|05) = A (Oé) H el(j,kk_l 5
k=1

where for any vector w={ws,..., w,}, A(w) is defined by:

T, D)
AW = Py



I' (+) denotes the Gamma function. By straightforward algebraic manipulations,
we can rewrite the first integral in as:

/HPr 0.|) H Pr(zy,q|0.)d0 =

ueU a€A,

K k
H/ Pr (6,]c) H Pr (24|04 dau_H/ e ( 6ok 1>H9;‘fkd€u:
uelU acA, k=1

a+nu nk o —1
||9 db,, ,
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where n,, = {nﬁ} 4y~ Observe that the above integral contains a Dirichlet dis-
tribution that integrated over the whole domain is equal to one, and then finally:

/HPr9|a [T Pr(zualfn deHA(z:;;‘“).

uelU a€A, uelU

uEU

By a similar argument, we can compute the second integral in . Indeed we

have:
P59 = 55 | T (o)™ )
i(d) eval(d)
and X«
k,
IT II Pr (8206, ) = I 1I (60) "
uelU acA, k=1 i(d) cval(d) ’
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and finally we can write the complete-data likelihood:

n K
Pr(A,zm,ﬂ)—(HMHu) 1125 B“’d). @

uelU d=1k=1



2.2 Final equations

The formulation of the likelihood contained in Equation , in order to be
computationally tractable, must be simplified by means of some kind of heuristic
argument and approximation. This can be accomplished in many ways, in this
work we choose Gibbs Sampling (see [9], [§] and [14]) that is based on Monte
Carlo methods. Finally, the MDLDA model employed in our experiments can be
summarized as follows.

Sampling of latent variables:

Pr (zu,a = k|Z7u,a7A;aaB) S

H nka + 5;(‘?) -1 (3)

k
(n + oy — 1) .
“ (d)

deDim(a) —1 T > @ n?(d) + 5J—<d>

Computation of behavioral profiles:

. nﬁ + ag
==K .
Zh:l L +ap

— Computation of similarity between domains and latent variables:

au,k:

d
i) + 52»(((%
) a
> iy + 5J(-<3>

— Moreover we add a module that updates hyper parameters of behavioral
profiles:

()

d
d’k,i(d) =

e T 7k )~ ()
ZuEU {gj (Zszl nk + O‘k) -v (Z§=1 O‘k)}

where W (-) represents the function Digamma, see Minka [I3] for the above
formulation.

; (6)

2.3 Inference algorithm

The formulation described in previous Section is the base for an algorithm that
infers behavioral profiles, the algorithm is illustrated in the following pseudocode
contained in Algorithm[I] The starting point of the algorithm is a random initial-
ization of latent variables, followed by a fixed point search procedure based on
Gibbs Sampling. The fixed point search has two main steps. The first step, called
burn-in, is intended to mitigate the influence of the random initialization, this
is obtained by resampling various times latent variables. As soon as burn-in is
finished, for each sample-lag iteration, user profiles are computed. Once the max-
imal number of iterations of fixed point search is reached, the algorithm returns
users behavioral profiles as mean over all results of sample-lag, and associations
between latent variables and contextual domains values.



input : nlterations, maximal number of iterations; burnlIn, number of iterations of the burn-in step
output: © behavioral profiles matrix; <1>(d) latent variables — values of dimensions matrix
e0* « o
for d € D do
| (@) 5
end
for u € U do
for a € Ay do
‘ Choose latent factor zq,a ~ Uniform (K)
end
end
for it < 1 to nlterations do
11 for v € U do
12 for a € A, do
13 Update zq,q ~ Pr (zu,a|Z_uya‘ A a, B)‘
14 end
15 end
16 if it > burnlIn A (i
17 Compute @, (
18 e*=0*ue
19 for d € D do
Compute (),
a*(d) = gx(d) y g(d)

[
QO W NOUAW NF

t = 0 mod sampleLag) then

22 end

23 end

24 Update a, (@)

25 end

26 return mean (®™) and for each d € D, mean (§>* (d))

Algorithm 1: Pseudocode for MDLDA'’s parameter inference.

3 Data Model

The data, that feed the model for the user profile definition, consist of an
observed-action log for each user. In our approach, a user is represented by
a numeric identifier, while an action is a n-ary vector of discrete values, defined
on domains that represent the different dimensions. A dimension is an arbitrary
feature that characterize the action, for instance it could be the object of the
action, the time when it is performed, where it takes place, the number and the
type of devices used (e.g. computer, telephone, etc.), the services involved in the
activity, the accessed files, and so on.

3.1 Data Manipulation

The number and the type of the dimensions are related to the scenario to analyze.
In a business environment, some dimensions, related to security and permissions
issues, are useful to describe a user behavior, but in a setting where all users
have the same rights or have access to same places/documents such dimension
types are not suitable. To overcome these issues, the model generalizes the action
and the dimension definition. Each dimension is converted in a domain with a
fixed discrete range of possible values. The discretization process converts all
real values (the time for a time context, the places for a location type, etc.)
in nominal values. Obviously, the so define data structure is a sparse three-
dimensional tensor: the first dimension represents users, the second one actions,
while the last one the action features. Since features are defined by finite sets of
values, the mapping procedure is very simple: each value is indexed and replaced
by the corresponding index. If the dimension values are defined in a continuous



range (e.g. measures), then a discretize function must be applied to identify a
finite set of intervals. For a date type field, the previous approaches are not
suitable. In this case, a target time is considered as year zero and all values are
expressed by the difference with the target time (and discretized to a finite set).
For instance, a dimension that represents a date in a range of two years can
be expressed as the number of days since the initial date. Each user action is
defined as a tuple whose fields are the user unique identifier, the action unique
identifier and a sequence of integers mapping all dimension values.

As aforesaid, data are stored in a cubic structure in which the users, the
performed actions and the dimensions are stored in the first, second and third
cube’s dimension, respectively. A possible software implementation of the data
cube is based on a sparse matrix structure: the missing values for each dimension
are ignored, since they are empty value in the abstract matrix. Moreover, all users
do not take the same number of actions and the corresponding row (the row of the
a-th action with all dimension values) is completely missing. A sparse structure
handles very well these data arrangement and the sparse matrix multiplication
algorithms can improve the computation time.

4 Experimental Evaluation

In order to validate the utility of our approach in discovering user profiles, an
experiment using a real dataset is conducted. The main goal of this section is to
assess the capacity of the framework in profiling users exploiting simultaneously
their exhibited behavior and environmental information. In the next subsection,
more details are supplied concerning the dataset used.

4.1 Dataset

A real dataset, hereafter named MovieLens1M, have been employed to evaluate
the proposed model. The data were collected in the context of “The GroupLens
Research Project” developed within the Department of Computer Science and
Engineering at the University of Minnesota [I1]. This dataset contains 1,000,209
anonymous ratings on approximately 3,700 movies made by 6,040 users and it
is widely used as a benchmark for several mining tasks.

MovieLens1M contains tuples (u;i;r;t), where u and 4 are, respectively, user
and item identifiers, ¢ is a timestamp, r € {1,...,5} is the rating value. Specifi-
cally, the dataset used for the evaluation contains the preferences exhibited by
a group of users who have used the portal MovieLens between 1997 and 1998.
In order to extract a useful sample for analyzing the model performances, the
data were selected according to 2 criteria: (i) each user has at least 20 ratings,
(#i) the selected users had to insert their demographics data into their portal
account.

Side information is also available, both for users (gender, age, occupation,
Zip-code) and movies (title, genre). In our case, these attributes represent the



Table 3. Discretization of the users’ ages.

Age Label Real Age
1 <18
18 18 - 24
25 25-34
35 35 - 44
45 45 - 49
50 50 - 55
56 >55

different dimensions that characterize user actions, in other words their prefer-
ences. The real age value was replaced with a label according to Table
Occupation and genre are represented using codes. So, the fully-preprocessed
dataset was obtained by combining user preferences, demographic information
and information about movies. Following we report a table record as example:

ul; F';45;10; 2389; 0; 0;0;0; 0;1;0;0;0;0; 1;0;0; 0; 0; 1; 0; 0; 4

the first four attributes are the user’s code, the gender, the age and the employ-
ment code, respectively. The value 2389 is the code of the movie (in this case
Psycho 1998). The next sequence of eighteen numbers refers to the categories: if
a category field is valued 1 the movie belongs to category, 0 otherwise. In this
case, the categories valued with 1 are Crime, Horror and Thriller. The last value
is the rating provided by this user: in this case four stars.

4.2 User Profiles Discovery Analysis

MovieLens1M was used as case study to evaluate the proposed algorithm per-
formance in discovering user profiles. In this application scenario, a behavioral
profile identifies a group of users who share both a preference for a particular
type of movie and additional features which can be exploited to predict their
interests. The experiment consists of two steps. First, we apply the algorithm for
the behavioral profiles discovery and a clustering algorithm for identifying the
groups. Then, we analyzed the results by assigning semantics to the identified
groups.

The algorithm MDLDA extracts a set of latent variables from the data,
i.e. the links between the users and the provided preference. Latent variables
allow us to associate the users to the movies which can meet their interests.
In particular, the aim of this analysis is to understand the features that the
users, belonging to a particular group, share. In order to cluster the users, we
used the EM (Expectation-Maximization) clustering algorithm with a random
initialization. We identified 10 user’s groups which exhibit similar behaviors and
exploiting the result of the MDLDA algorithm we have been able to discriminate
the representative features for each cluster.

In Table [ we report the parameters’ setting for MDLDA algorithm.



Table 4. Parameter Setting.

Parameter Value
symmetricAlpha 2
symmetricBeta 0.1
maxIterations 800
burnln 300
sampleLag 25

seed 101
updateHyperParams True
maxAlphaUpdatelterations 30

For the clustering step, the EM [7] algorithm was performed with the fol-
lowing parameters setting: 10 clusters, 100 trials, minimal standard deviation
1*10-6 and seed 100.

4.3 Evaluation Results

In this section we analyzed the clustering results. First, we selected the most
influential latent variables for each cluster and then, for each latent variable we
identified the user attributes and the predominant genres.

In Table 5} we show for each cluster the most characterizing latent variables.
In some cases, we can note that a cluster is denoted by more latent variables.

Table 5. Latent Variables - Clusters

LV /Cluster C1 C2 C3 C4 C5 C6 C7 C8 C9 C10
LV#1 0.0167| 0.0155| 0.016| 0.0171| 0.017| 0.0162[0.1291| 0.0142] 0.0164| 0.0164
LV #2 0.0175] 0.0155| 0.0161| 0.017| 0.017| 0.016| 0.0787| 0.0143] 0.0165| 0.0164
LV#3 0.0169| 0.0155| 0.0167[0.6425| 0.017| 0.0165| 0.0165| 0.0142] 0.0164| 0.0164
LV#4 0.0169| 0.0155| 0.016| 0.017| 0.017| 0.0161| 0.0162|0.6963| 0.0164| 0.0164
LV #5 0.0168] 0.0158| 0.0166| 0.0177| 0.0179| 0.016[0.1061| 0.0142]| 0.0165| 0.0168
LV #6 0.0183] 0.0164| 0.016| 0.017| 0.0171| 0.209| 0.0164| 0.0144] 0.0174| 0.0165
LV#7 0.0169] 0.0155| 0.0169| 0.017| 0.017]| 0.0159[0.0947| 0.0142| 0.0164| 0.0166
LV #8 0.0168|0.6478| 0.0162| 0.0172| 0.017| 0.0159| 0.0162| 0.0142] 0.0164| 0.0165
LV #9 0.0168] 0.0158| 0.016] 0.017| 0.017]| 0.0165| 0.0163| 0.0142]/0.6191| 0.0166
LV#10 0.0179] 0.0157|0.6258| 0.017| 0.017| 0.016| 0.0164| 0.0142] 0.0168| 0.0164
LV#11 0.057] 0.0703| 0.0826| 0.0495| 0.0218| 0.0755| 0.0545| 0.0446| 0.0833| 0.0644

LV#12 0.0167| 0.0157| 0.016] 0.0174| 0.0174| 0.0161| 0.0162| 0.0142] 0.0164|0.6378
LV#13 0.6357| 0.0159| 0.016| 0.017| 0.017| 0.016| 0.0162| 0.0159| 0.0164| 0.0169
LV#14 0.0168] 0.0155| 0.016] 0.017[0.6701| 0.016| 0.0163| 0.0148] 0.0164| 0.0164
LV#15 0.0168| 0.0155| 0.0168| 0.017| 0.017| 0.0159| 0.0893| 0.0142| 0.017| 0.0164
LV#16 0.0167] 0.0156| 0.0167| 0.017| 0.017/0.2355| 0.0163| 0.0142| 0.0164| 0.0164
LV#17 0.0181| 0.0156| 0.016| 0.017| 0.017| 0.0159/0.0954| 0.0153| 0.0164| 0.0165
LV#18 0.0167| 0.0155| 0.016| 0.017| 0.0172] 0.0159| 0.0874| 0.0142] 0.0164| 0.0164
LV#19 0.0167| 0.0155| 0.016| 0.017| 0.0171| 0.016| 0.0853| 0.0142] 0.0164| 0.0173
LV #20 0.0172] 0.0157| 0.016| 0.0179| 0.0174| 0.223| 0.0163| 0.0142| 0.0165| 0.0167

In Table [l we show the distribution of the instances for each cluster. A
preliminary analysis allows to identify a larger cluster compared with the others,
which vice versa exhibit similar sizes.

A more detailed analysis, based on the discriminative latent variables, per-
mits to associate interesting knowledge to the clusters. The identified features
don’t allow to model all users, but are discriminative for the group. For example,



Table 6. Cluster Distributions

Clusterld |Distribution
C1 410 (7%)
C2 259 (4%)
C3 409 (7%)
C4 322 (5%)
C5 281 (5%)
Co6 895 (15%)
Cc7 2443 (40%)
C8 414 (7%)
C9 319 (5%)
C10 288 (5%)

the cluster 1 is composed by male users (59% of the cluster), in particular stu-
dents aged between 18 and 24 years. The mainly genres watched by these users
are drama and comedy. Another group of users (cluster 4) contains women aged
between 25 and 34 years employed in the health sector. The preferred genres
are comedy and romance. The cluster 2 is characterized by male users (68% of
the cluster) between 25 and 34 years who prefer action movies. Many users be-
longing to this cluster are artists. Another interesting group is cluster 9. In this
case, the 80% of the users are young men (25-34), who work as programmers
and watch thriller movies. The largest cluster is made up of retirees, teachers or
engineers and most part of users belong mainly to two age groups: 25-34 years
and over-56. It is the largest cluster so it is difficult to identify a predominant
gender (male / female). In this case, comedy is the most watched genre.

These results prove the effectiveness of the algorithm in profiling and identify-
ing groups of users that exhibit similar behavior. The obtained profiles describe
mainly young, with high level of education and who are big “consumers” of
movies. This demographic composition depends on how the data were collected.
MovieLens portal is a website used by many “movie-goers”, and in particular in
the reference period (1997-98), the typical user of Internet was a person with a
high level of education.

5 Conclusion

In this paper we proposed a novel approach for the Human Behavior Computing
based on Multidimensional Latent Factor Modeling. We defined an extension of
the well-known approach LDA, namely Multidimensional Latent Dirichlet Al-
location (MDLDA), capable of deal with arbitrary multivariate elements. An
experimental experience has been shown in order to prove the utility of a multi-
dimensional perspective on human behavior. This paper represents a preliminary
work in this direction, that, with further investigation, seems to be a promising
branch of research for a better fitting of models for human actions.
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