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Preface

In statistics, the term “official data” denotes data collected in censuses and statistical
surveys by National Statistics Institutes (NSIs), as well as administrative and registration
records collected by government departments and local authorities. They are used to
produce “official statistics” for the purpose of making policy decisions, and to facilitate the
appreciation of economic, socia, demographic, and other matters of interest to the
governments, government departments, local authorities, businesses, and to the generd
public. For instance, population and economic census information is of great value in
planning public services (education, fund allocation, public transport), as well as in private
businesses (placing new factories, shopping malls, or banks, as well as marketing particular
products). Moreover, survey data on specific topics, such as labour force, time use,
household budget, are regularly collected by NSIs to keep updated information on some
economic and social phenomena.

The application of data mining techniques to official data has great potentia in supporting
good public policy and in underpinning the effective functioning of a democratic society.
Nevertheless, it is not straightforward and requires a challenging methodological research,
which is till in an initial stage. In particular, to develop successful applications of data
mining techniques to official data, the following issues must be dealt with:

= Aggregated data. NSIs make a great effort in collecting census data, but they are not
the only organizations that analyse them: data analysis is often done by different
institutes. By law, NSIs are prohibited from releasing individual responses to any other
government agency or to any individual or business, so data are aggregated for reasons
of privacy before being distributed to external agencies and institutes. Data analysts are
confronted with the problem of processing data that go beyond the classical framework,
as in the case of data concerning more or less homogeneous classes or groups of
individuals (second-order objects or macro-data), instead of single individuals (first-
order objects or micro-data). The extension of classical data analysis techniques to the
analysis of second-order objects is one of the main goals of a novel research field
named “ symbolic data analysis’.

= Data quality. There are different ways to determine data quality, including the
percentage of errors in data and the use of an unbiased sampling procedure. One
problem with officia data is the human error involved in inputting. Some outlier
detection techniques developed in data mining can be used to find errors in collected
data. Data can also be missing, which is the biggest problem with official data. In this
case, clustering methods can be used to replace missing values. Finaly, data mining
techniques can also be used to control the sample bias, before disseminating official
aggregated data used in further processing.

= Timeliness. This can be considered another aspect of data quality. Public and private
ingtitutions are currently urged to reduce the delay between the time of data collection
and the moment in which decisions are made according to some statistical indicators. A
typical example is the inflation rate computed by the European Institute of Statistics
(Eurostat) and the decision made by the Central Bank of Europe (BCE) on the tax rate.



A timely delivery of data analysis results may involve the synthesis of new indicators
from official data, the design of different infrastructures for timely data collection, or
the application of ‘anytime algorithms, which provide the data miner with a ready-to-
use model at any time after the first few examples are seen and guarantee a smooth
quality, increasing with time.

=  Geo-referenciation. The practice of geo-referencing census data has increasingly spread
over the last few decades and the techniques for attaching socio-economic data to
specific locations have markedly improved at the same time. Inthe UK, for instance,
household expenditure data are provided for each enumeration district (ED), the
smallest areal unit for which census data are published. At the same time, vectorized
boundaries of the 1991 census EDs enable the investigation of socio-economic
phenomena in association with the geographical location of EDs. These advances cause
a growing demand for more powerful data analysis techniques that can link population
data to their spatial distribution.

= Metadata. In statistics, metadata concerns the information used for the most correct
understanding of dtatistical data and their related analysis. They mainly refer to
explanations-definitions-procedures that are followed from the designing phase up to
the phase of a publication of survey's results. Examples of metadata are the various
statistical  populations, sampling techniques, definitions of nomenclatures,
classifications, monetary units and so on. The basic use of metadata is in interpreting
and vaidating data, as well as in finding and accessing relevant information. However,
metadata can also be used for analysis purposes. This is notably the case of research
studies performed on government and official statistics, since macro data are of little
use to any data consumer if they are not accompanied by additional information, such
as what they represent, how they were collected and manipulated and so on.

The workshop maintains a balance between theoretical issues and descriptions of case
studies to promote synergy between theory and practice. It aims to be a highly
communicative meeting place for researchers working on similar topics, but coming from
different communities. Topics of interest include, but are not limited to:

Methodologies and policies for the analysis of official data
Confidentiality protection in data mining

Mining aggregated data and Symbolic data analysis

Data mining for quality control in data capture and transformation
Data mining techniques for outlier detection

Data mining techniques for qualitative comparison of statistics
Infrastructures for timely collection/delivery of official data/statistics
Anytime data mining algorithms for timely delivery of official statistics
Spatial data mining of official/business data

Infrastructures for the provision of metadata

Use of meta-data in data mining techniques

Application of meta-data to the validation of data mining results

Case studies of mining officia data

Descriptions of official data sources and related data mining problems
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An Introduction to Symbolic Data Analysis and the
Sodas Software

Edwin Diday

University Paris 9 Dauphine
Ceremade. Pl. DuMledeL. de Tassigny. 75016 Paris, FRANCE

Abstract. The data descriptions of the units are called “symbolic” when they
are more complex than standard ones due to the fact that they contain internal
variation and are structured. Symbolic data arise from many sources, for
instance in order to summarize huge Relational Data Bases by their underlying
concepts. “Extracting knowledge” means getting explanatory results, that why,
“symbolic objects’ are introduced and studied in this paper. They model
concepts and congtitute an explanatory output for data analysis. Moreover they
can be used in order to define queries of a Relational Data Base and propagate
concepts between Data Bases. We define “Symbolic Data Analysis’ (SDA) as
the extension of standard Data Analysis to symbolic data tables as input in

order to find symbolic objects as output. Any SDA is based on four spaces: the
space of individuals, the space of concepts, the space of descriptions modelling
individuals or classes of individuals, the space of symbolic objects modelling
concepts. Based on these four spaces, new problems appear such as the quality,
robustness and reliability of the approximation of a concept by a symbolic
object, the symbolic description of a class, the consensus between symbolic
descriptions, and so on. In this paper we give an overview on recent

development in SDA. We present some tools and methods of SDA and

introduce the SODAS software prototype (issued from the work of 17 teams of
nine countries involved in an European project of EUROSTAT) .

1 Introduction

Asinput, when large data sets are aggregated into smaller more manageabl e data sizes
we need more conplex data tables called “symbolic data tables’ because a cell of
such data table does not necessarily contain as usual, a single quantitative or
categorical value.

In a symbolic data table, a cell can contain a distribution (Schweitzer (1985) says that
“distributions are the number of the future!”), or intervals, or several values linked by
a taxonomy and logical rules. The need to extend standard data analysis methods
(exploratory, clustering, factorial analysis, discrimination,...) to symbolic data table is



increasing in order to get more accurate information and summarize extensive data
sets contained in Data Bases.

Since the first papers announcing the main principles of Symbolic Data Analysis
(Diday 1987a, 1987h, 1989) much work has been done up to the most recent book
published by Bock and Diday (2000) and the proceedings of IFCS 2000 (Kiers et al.
2000) which contains a large chapter devoted to this field. In factorial analysis,
Cazes, Chouakria, Diday and Schecktman (1997) have defined a principal component
analysis of individuals described by a vector of numerical intervals. In the same
direction is the work by Verde and De Carvalho (1998) that takes care on given
dependence rules (see also Lauro and Palumbo 1998). In the case where the
individuals are described by symbolic data, Conruyt (1994) in the case of structured
data, Ciampi et al. (1995), Périnel (1996), have developed an extension of standard
decision trees. In the same direction is the work by Bravo and Garcia-Santesmases
(1998) on “segmentation trees for stratified data’” and Rasson and Lissoir (1998). See
also (Auriol 1995) for alink with the domain of “Case Based Reasoning”. In order to
select the symbolic variables which distinguish at the best individuals or classes of
individuals, several works have been done such as Vignes (1991) and more recently
Ziani (1996). It is often useful to calculate dissimilarities between symbolic objects;
in that direction mention should be made of Gowda and Diday (1992), De Carvalho
(1994, 19984). A complete review is reported in the work by Esposito et al. (2000). If
each cell of the data table is a random variable represented by a histogram (for
instance, the histogram of the inhabitant age of a town), a histogram of histogram can
be calculated for instance, by taking care of rules between the variable values in De
Carvalho (1998b), or by using the capacity theory (Diday & Emilion 1995, 1997,
Diday et al. 1996). Noirhomme and Rouard (1998, 2000) give a way of representing
multidimensional symbolic data (see also Gigout 1998).

Starting from standard data has been proposed a way for extracting symbolic objects
from a factorial analysis (Gettler-Summa 1992), and a way for extracting symbolic
objects from a partition (Stephan et a. 2000). Starting from time-series, Ferraris,
Gettler-Summa, Pardoux, Tong (1995), have defined a way for providing symbolic
objects (see also Gettle- Summa & Pardoux 2000).

More recently, several dissertations have been presented in the Paris 9 - Dauphine
University. Mfoumoune (1998) for the sequential building of a pyramid where each
node is associated to a symbolic object. Chavent (1997), in order to build a partition
of a set of symbolic objects by a top-down algorithm which provides also a symbolic
object associated to each obtained class (see chapter 11 in Bock , Diday (2000)).
Stéphan (1998) for extracting symbolic objects from a data base (see also Stéphan et
al. 2000). Hillali (1998) for describing classes of individuals described by a vector of
probability distributions. Pollaillon (1998), for extending Galois lattices and extracted
pyramid to symbolic data at input and “complete” symbolic objects at output
(Pollaillon 2000). Tang (1998) for extending Factorial Correspondence Analysis and
O. Rodriguez (2000) for extending regression and Multidimensional Scaling to
interval data.



1.1 Thelnput of a Symbolic Data Analysis: a“ Symbolic Data Table’

“Symbolic data tables’ constitute the main input of a Symbolic Data Analysis. They

are defined in the following way: columns of the input data table are «symbolic

variables» which are used in order to describe a set of units called “individuals’.

Rows are called «symbolic descriptions» of these individuals because they are not as

usual, only vectors of single quantitative or categorical values. Each cell of this

«symbolic data table» contains data of different types:

(@) Single quantitative value: for instance, if «height» is a variable and w is an
individual: height(w) = 3.5.

(b) Single categorical value: for instance, town(w) = London.

(c) Multi-valued: for instance, in the quantitative case height(w) = {3.5, 2.1, 5}
means that the height of w can be either 3.5 or 2.1 or 5. Notice that (a) and (b) are
special cases of (c).

(d) Interval: for instance height(w) = [3, 5], which means that the height of w varies
intheinterval [3, 5].

(e) Multi-valued with weights: for instance a histogram or a membership function
(notice that (a) and (b) are special cases of (e) when the weights are equal to 1 or
0).

Variables can be:

(f) Taxonomic: for instance, «the colour» is considered to be “light” if itis“yellow”,
“white” or “pink”.

(g) Hierarchically dependent: for instance, we can describe the kind of computer of a
company only if it has a computer, hence the variable “does the company has
computers?” and the variable “ kind of computer ” are hierarchically linked.

(h) With logical dependencies, for instance: «if age(w) is less than 2 months then
height(w) islessthan 10».

Many example of such symbolic data are given in the chapter 3 in (Bock & Diday

2000).

Sour ces of Symbolic Data. Symbolic data are generated when we summarize huge
sets of data. The need of such summary can appear in different ways, for instance,
from any query to a data base which induces categories and descriptive variables.
These categories can be, for instance, simply the towns or in a more complex way, the
socio-professional categories (SPC) crossed with categories of age (A) and regions
(R). Hence, in this last case, we obtain a new categorical variable of cardinality
USPCG” 0 AU™ (Rawhere G Xais the cardinality of X. The descriptive variables of the
households can then be used in order to describe these categories by symbolic data.
Symbolic Data can also appear after a clustering in order to describe in an explanatory
way (by using theinitial variables) the obtained clusters.

Symbolic data may also be “native’ in the sense that they result from expert
knowledge (scenario of traffic accidents, type of emigration, species of insects, ...),
from the probability distribution, the percentiles or the range of any random variable
associated to each cell of a stochastic data table, from time series (in representing
each time series by the histogram of its values or in describing intervals of time), from
confidential data (in order to hide the initial data by less accuracy), etc. They result



also from Relational Data Bases, in order to study a set of units whose description
needs the merging of several relations as is shown in the following example.

1.2 Output of Symbolic Data Analysis

Most of the symbolic data analysis agorithms give in their output the symbolic
description “d” of aclass of individuals (which are the partial or complete extent of a
given concept), by using a “generalization” process. By starting with this description,
symbolic objects model the underlying concept and give a way, to find at least, the
individuals of thisclass.

Example: The age of two individuals wl, w2 which satisfy a given concept (for
instance they leave in the same town), are age(w1) = 30, age(w2) = 35, the description
of the class C = {wl, w2} obtained by a generalization process can be [30, 35]. The
extent of this description contains at least wl and w2 but may contain other
individuals. In this simple case the symbolic object “s’ is defined by atriple: s = (a,
R, d) where d = [30, 35], R="1 " and “a” is the mapping: W® {true, false} such that
a(w) = thetrue value of “age(w) R d” denoted with [age(w) Rd]. Anindividual w isin
the extent of s if a(w) = true.

More formally (see figure 1), let W be a set of individuals, D a set containing
descriptions of individuals d,, or of a class of individuas dc, “y’ a mapping defined
from W into D which associates to each wi W a description d,i D from a given
symbolic data table. We denote by R, arelation defined onD. It is defined by a subset
Wof D' D. If (x, y)i W we say that x and y are connected by Rand this is denoted by
X Ry More generally we say that x R ytake its value in a set L. We can have
L={truefalse}, in this case [d' R d] = true means that there is a connection between d
and d’. We can also have L= [0, 1] if d is more or less connected tod’. In this case, [d’
R d] can be interpreted as the “true value” of x Ry or “ the degree to which d’ isin
relation R with d”. For instance, RT {=, °, £, 1 } or Risan implication, a kind of
matching taking care of missing values, etc. R can also use alogical combination of
such operators.

2 Symbolic Objects

A «symbolic object» is defined by adescription “d”, arelation “R’ for comparing d to
the description d,, of an individual and a mapping “a” called “membership function”.
More formally: “a symbolic object isatriple s = @, R, d) where R is a relation
between descriptions, d is a description and a is a mapping defined from W in L
dependingonRand d”.

Symbolic Data Analysis concerns usualy classes of symbolic objects where R is
fixed, “d” varies among a finite set of coherent descriptions and “a” is such that:
a(w)=[y(w) R d] which is by definition the result of the comparison of the description
of theindividual w to d. More generally, many other cases can be considered. If, for
instance, the mapping “a” is of the following kind: a(w) = [he (y(w)) hj (R) h; (d)]



where the mappings he, hy and h; are “filters” which will be discussed hereunder.
There are two kinds of symbolic objects:
- «Boolean symbolic objects» if [y(w) Rd] T L = {true, false}. In this case, if
y(W) = (y1.....Yp), they; are of type (&) to (d), defined in section 1.
Example: Let be a(w) = [y(w) Rd] withR: [ d’ Rd]=U;=; » [d'; R d ] where
U hes the standard logical meaning and R = [ . If y(w) = (colour(w),
height(w)), d=({ red, blue, yellow}, [10,15] )=(d, d5), colour(u)={red, yellow},
height(u)={21}, then a(u)=[colour(u) | {red, blue, yellow}]U [height(u) |
[10,15]]= true U false = true.
- «Modal symbolic objects» if [y(w) Rd] T L =[0,1].
Example: Let be a(u) = [y(u) R d] where for instance R: [d' Rd] =Max i, 2
[d'i R d ]. The choice of the Max is among many other possible choices
related to copulas theory (Diday 2000). The “matching” o two probability
distributions is defined for two discrete probability distributions d’y = r and d;
=qof k vauesby: r Rq= &=k 1, g e~ ™ 9. By analogy with the
Boolean case we denote [ d’ Rd]= U* =1 »[ d’; R d; ] where U* = Max . With
these definitions it is possible to calculate the mapping “a” of a symbolic
object s = (@, R, d) where SPC means «socio-professional-category» and d =
({(0.2)12, (0.8)[20 ,28]}, {(0.4)employee, (0.6)worker}) by: a(u) = [age(u)
Ri{(0.2)12, (0.8) [20 ,28]}] U* [SPC(u) Ry{ (0.4)employee, (0.6)worker}].
Notice that in this example the weights (0.2), (0.8), (0.4), (0.6) represent
frequencies but more generally other kinds of weights may be used as
“possihilities’, “necessities’, “capacities’, etc. Notice that the R depends on
this choice, (Diday 1995).

2.1 Syntax of Symbolic Objectsin the Case of “ Assertions”

If the initial data table contains p variables we denote y(w) = {1(W),..., yp W)), D =
(D1,...,Dp), di D:d= (dy,.., dy) and R = (Ry,...,R,) where R; is arelation defined on
Di. We call «assertion» a special case of a symbolic object defined by s = (@, R, d)
where Ris defined by [d' Rd] = U1, [ d'i R d] where “U” has the standard logical
meaning and “a” is defined by: a(w) =[ y(w) R d] in the Boolean case. Notice that
considering the expression a(w) = U; =1 p Vi (W) Rdi] we are able to define the
symbolic object s = (@, R, d). Hence, we can say that this explanatory expression
defines a symbolic object called “ assertion”.

For example, a Boolean assertion is. a(w) = [age(w) | {12, 20 ,28}] U [SPC(w) |

{employee, worker}]. If the individual u is described in the original symbolic data
table by age(u)={12, 20} and SPC(u) = {employee} then: a(u) = [{12, 20 }i {12,
20,28}] U [{employee} i {employee, worker}]= true.

In the modal case, the variables are multi-valued and weighted, an example is given
by a(u) = y(u) R d] with d R d] = f({[yj(w) R djl}i=1..p) where for instance,

the “matching” is defined for two discrete density distributions d’;=r = (r4, ...,/ ) and
di =q=(qy, .- , q) of k valuesby: r R q= &j=1xrj q; €{"; ™40,



By analogy with the Boolean case we denote [ d’ Rd]= U*; -, ,p [ d'i R d; ] wherethe
meaning of “U*” is given by the definition of the mapping “f’. For instance, with
these choices, a modal assertion | = @, R, d) is completely defined by the equality:

aw) = [age(w) R; {(0.2)12, (0.8) [20 ,28]}] U* [SPC(w) R, {(0.4)employee,
(0.6)worker}].

Extent of a symbolic object s. In the Boolean case, the extent of a symbolic object is
denoted Ext(l) and defined by the extent of a, which is: Extent(a) = {w1 W/ a(w) =

true}. In the modal case, given a threshold a, it is defined by Ext, ()= Extent, (a)=
{wl W/a(w)? a}.

| REAL WORLD | | MODELED WORLD |
DESCEIPTION SPACE
INDIVIDUALS SPACE ac @ L D
¥
Q
CONCEPTS

STMBOLIC OBJECTS

Fig. 1. Modeling by a symbolic object of aconcept known by its extent



2.2 Underlying Structures of Symbolic Objects: a Generalized Conceptual
Lattice

Under some assumptions on the choice of Rand T (for instance T° Max if R° £ and
T©° Minif R° 3) it can be shown that the underlying structure of a set of symbolic
objects is a Galois lattice (Diday 1991, Brito 1994, Diday & Emilion 1995, 1997),
Polaillon & Diday (1997), Polaillon (1998), Bock & Diday (2000)), where the
vertices are closed sets defined thereunder by «complete symbolic objects». More
precisely, the associated Gal ois correspondence is defined by two meppings F and G:
F: from P(W) (the power set of W) into S (the set of symbolic objects) such that
F(C)=swhere s= (a, R, d) isdefined by d = Ty ¢ y(C) and so a(w) = [y(w) R Tg ¢
y(C)], for agivenR. For example, if Tg cY(C) =Eg c Y(C) , R «i »,y(u) = {pink,
blue}, C ={c, ¢'}, y(C) = {pink, red}, y(c’) = {blue, red}, then a(u) =[y(w) R Tg ¢
y(C)] = [{pink, blue} i {pink, red} E{blue, red}})={pink, red, blue}] = true and ul
Ext (s).
G: from Sin P(W) such that: G(s) = Ext ().
A «complete symbolic object» sis such that F(G(s)) = s. Such objects can be selected
from the Galois lattice but also, from a partitioning, a hierarchical or a pyramidal
clustering, from the most influential individuals in a factoria axis, from a decision
tree, etc.
In order to see how much a given symbolic object is characteristic of a class A, an
hypergeometric distribution can be used. Let N be the size of W, nthe sizeof A, p =
Ext(sW')/N the proportion in W of individuals belonging in the extent of s, X a
random variable whose value at each resample is the proportion in A of individuals
belonging in the extent of s. Then, the hypergeometric law gives the probability of X
= x by: Pr(X=x) = C\p C "\onp / C"n Where C'\= N!'/ n!(N-n)! is the number of
possible samples of size nin N, C'\p = Np!/(Np-X)!x! is the number of groups of x
individuals belonging in the extent of sin W and C ™\, = (N-Np)!/ (n-X)!(N-Np-
n+x)! is the number of groups of (n-x) individuals which are not belonging in the
extent of sin W. If the operator T produces k symbolic objects of extent in A with
size Xy,..., X then the more Y = &; = 1 Pr(X = x;)/k is small, the more these symbolic
objects are characteristic of the class A. This happen for instance, when p is small and
x/n large or p large and x/n small. Notice that in the case where s is a complete
symbolic object the size of the extent isn and p = /N, so Pr (X = n) = C", x C%.n/
C"y = IxU/ C"y = ((N-n)! n!)/ N! which is the probability of a complete symbolic
object of size nin a population of size N. When bootstrapping W, if the mean of the
random variable Y is out of the chosen confidence interval, then the more its standard
deviation is low the more the characterization is reliable. If we are interested by the
variation of the characteristic of a specific symbolic objet, notice that at each
resample we have to recognize each symbolic object. This can be done by the use of a
dissimilarity measure between symbolic objects from one resample to the next
(Esposito et a. 2000). The closest are considered to be the same.
A «complete symbolic object» s is such that F(G(s)) = s. Such objects can be selected
from the Galois lattice but also, from a partitioning, a hierarchical or a pyramidal
clustering, from the most influential individuals in a factorial axis, from a decision
tree, etc.



2.3 Modeling Individuals, Classes of Individuals and Concepts

In figure 1 the “set of individuals’ and the “set of concepts’ is considered to be in the
“real world”, the “modeled world” is the “set of descriptions’ which models
individuals (or classes of individuals) and the “set of symbolic objects” which models
concepts. We start with a*“concept” C whose extent denoted Ext(C/W') isknownin a
sample W of individuals. For instance, if the concept is “insurance companies’, for
instance, 30 insurance companies among a sample W of 1000 companies. Each
individual w of the extent of C in W is described by using the mapping Y such that
Y(w) describe the individual w. We generalize the set of descriptions of the
individuals of Ext(C/W') with the operator T in order to produce the description dc
(which can be a set of Cartesian products of intervals and (or) distributions).

i. The comparison relation R is chosen in relation with the T choice. For

instance, if T=E thenR="[ ", it T=C, thenR="E".

ii. The membership function is then defined by ac (w) = [y(w) Rc dc] and then

the symbolic object modelling the concept C isthetriples = (ac, R, dg).
When we don’t have concepts as input, we get them in the following way:
i. A clustering of W' by using the description of the individuals produces a set
of classes.

ii. To each interesting class denoted A, we associate a concept C and a symbolic
object sa = (aa, Ra, da) with ax = [Y(w) Ra da] where da is obtained by using
an operator T on the set of the descriptions of the individuals of A, asin the
preceding case.

iii. The concept C is considered to be modeled by sa.

2.4 Some Advantagesin the Use of Symbolic Objects

We can observe at |east five kinds of advantages in the use of symbolic objects.

1. They give a summary of the original symbolic data table in an explanatory way,
(i.e. close to the initial language of the user) by expressing descriptions based on
properties concerning the initial variables or meaningful variables (such as
indicators obtained by regression or factorial axes).

2. They can be easily transformed in terms of a query of a Data base and so they can
be used in order to propagate concepts between data bases (for instance, from one
country to another country).

3. By being independent of theinitial datatable they are able to identify any matching
individual described in any datatable.

4. In the use of their descriptive part, they are able to give a new symbolic data table
of higher level on which asymbolic data analysis of second level can be applied.

5. In order to characterize a concept, they are able to join easily severa properties
based on different variables coming from different relations in a Data Base and
different samples of a population.

6. In order to apply exploratory data analysis to several data bases, instead of merging
them in a huge data base, an aternative is to summarize each Data Base by
symbolic objects and then to apply Symbolic Data Analysis to the whole set of
obtained symbolic objects.



3 Some Symbolic Data Analysis M ethods

Symbolic Data Analysis methods are mainly characterized by the following principle:
i. they start as input with a symbolic data table and they give as output a set of
symbolic objects. These symbolic objects give explanation of the resultsin a
language close to the one of the user and moreover have all the advantages
mentioned in 5).
ii. They use efficient generalization processes during the algorithms in order to
select the best variables and individuals.
iii. They give graphical descriptions taking account of the internal variation of
the symbolic objects.
The following methods are developed in Bock & Diday (2000) and in the SODAS
software:
Principal Component and Discriminate Factorial Analysis of a symbolic data table.
The output of these methods preserves the internal variation of the input datain the
sense that the individuals are not represented in the factorial plane by a point as
usual but by a rectangle which allows the definition of a symbolic object with
explanatory factorial axes asvariables;
extension of elementary descriptive statistics to symbolic data (central object,
histograms, dispersion, co-dispersion, etc. from a symbolic datatable);
extracting symbolic objects from the answers to queries of arelational data base;
partitioning, hierarchical or pyramidal clustering of a set of individuals described
by a symbolic data table such that each class be associated with a complete
symbolic object;
dissimilarities between Boolean or probabilistic symbolic objects;
extension of decision trees on probabilistic symbolic objects;
generalization by a disjunction of symbolic objects of a class of individuals
described in astandard way;

inter-active and ergonomic graphical representation of symbolic objects.

4 Symbolic Data Analysisin the SODAS Software

The general aim of SODAS can be stated in the following way: building symbolic
data in order to summarize huge data sets and then, analyze them by Symbolic Data
Analysis. For instance, if a set of households is characterized by its region, the
number of bedrooms and of dining-living, its socio-economic group, we obtain a data
table of the kind of table 1:



Table 1. Standard Data Table where the units are Households

Household Region Bedroom| Dining- Socio-Econ
number Living group

11404 Northern- 2 1 1
Metropolitan

11405 Northern- 2 1 3
Metropolitan

11406 Northern- 1 3 3
Metropolitan

12111 Northern-
Metropolitan

12112 East anglia 1 3 3

12112 East anglia 2 2 1

12112 Greater 1 2 3
London N-E

In census data there is a huge set of households. In order to compare the regions, we
can summarize them by describing each region by the households of their inhabitants.
In order to do so, we delete the first column of this table and we obtain the table 2:

Table 2. Thefirst column of table 4 concerning the household number has been deleted

Region Bedroom | Dining-Liv | Socio-Ec gr
Northern- Metropolitan 2 1 1
Northern- Metropolitan 2 1 3
Northern- Metropolitan 1 3 3
Northern- Metropolitan

East-anglia 1 3 3

East-anglia 2 2 1

East-anglia 1 2 3
Greater London

North-East

We can now describe each town by the histogram of the categories of each variable.
Thisisdonein table 3 which isasymbolic datatable as each cell contains a histogram
and not a quantitative or categorical number asin the standard datatables. It is easy to
see that standard data analysis methods will not apply in the same way with these kind
of symbolic data. For instance that a decision tree will not be the same if the variables
are categories and each cell of the associated data table contains afrequency and if the
variable are symbolic and each cell contains a histogram. In the first case each branch
of the decision tree represents an interval of frequency (for instance, “the frequency of
the category [20, 30] years old is less then 0.3"), whereas in the second case it

represents an interval of values (for instance, “the age is less then 50 years old”). For
more details see in Bock & Diday (2000) the chapter 11.



Table 3. A symbolic data table where the units are now regions

Region Bedroom Dining-Living | Socio-Ecgr

Northern Metropolitan | (23) 2, (1\3) 3 | (23) 1, (1\3) 3| (1\3) 1, (A3) 3

East-anglia (A3)1, (N3 2[(A3) 2, (N3 3| (N\3J) 1, (A3) 3
Greater London

The main steps for a symbolic data analysis in SODAS can then be defined as
following:

If there is more than one data table, put the data in a relational data base (ORACLE,
ACCESS, and so on). Then, define a context by giving: the units (individuals,
households, and so on), the classes (regions, socio-economics groups,...), the
descriptive variables of the units. Then, build a symbolic data table where the units
are the preceding classes, the descriptions of each class is obtained by a histogram as
in table 6 or by a generalization process applied to its members. This is done by a
computer program of SODAS called “DB2SO” (from Data Bases Two Symbolic
Objects). Finaly, apply to this symbolic data table, symbolic data analysis methods
(histogram of each symbolic variable, dissimilarities between symbolic descriptions,
clustering, factoria analysis, discrimination of a symbolic data table, graphical
visualization of symbolic descriptions, and so on).

5 Conclusion

The need to extend standard data analysis methods (exploratory, clustering, factorial
analysis, discrimination,...) to symbolic datatablesin order to extract new knowledge,
is increasing due to the expansion of information technology, now able to store an
increasing amount of huge data sets. This need, has led to a new methodology called
“Symbolic Data Analysis’ whose aim is to extend standard data analysis methods

(exploratory, clustering, factorial analysis, discrimination, decision trees,...) to new

kind of data table called “symbolic data table” and to give more explanatory results
expressed by real world concepts mathematically represented by easy readable
“symbolic objects’. The aim of the EUROSTAT European Community project called
SODAS for a «Symbolic Official Data Analysis System» in which 17 institutions of 9
European countries are concerned was to produce a first software of Symbolic Data
Analysis (fig. 2). Three Official Statistical Institutions was involved in this project:

EUSTAT (Span), INE (Portugal) and ONS (England). An example of future
application proposed on their Census data consists in finding clusters of unemployed
people and their associated mined symbolic objects in a country, calculating its extent
in the census of another country and describing this extent by new symbolic objectsin
order to compare the behaviour of the two countries. In that way, severa new

theoretical development are needed as the selection and the stochastic convergence of
symbolic objects. Also, as the consensus between set of symbolic objects and their
associated concepts extracted from different data bases. New software development
are also needed as a tool in order to be able to transform a symbolic object extracted
from a data base in a query of this data base or of another data base. This new tool

may be called SO2DB as it is complementary to the actual DB2SO (Malerba et al,



2002). Moreover, the next steps will be to improve the actual SDA methods
(robustness, validity of the results, extending standard tests to symbolic data, etc.) and
extend the symbolic data analysis methodology to regression, multidimensional
scaling, neural network etc. The SODAS software is free and available at
http://www.ceremade.dauphine.fr/~touati/sodas-pagegarde.htm
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Abstract. This paper sets out, in the context of official statistics, some of the
key issues of confidentidity and the methods developed to maintain
confidentiality. The relevance of the issues and methods to data mining of
official data are discussed. Recent developments that will incresse the
availability of microdata for scientific research are outlined.

1 Introduction

The title of this workshop is “Mining Official Data’. So what is the connection
between data mining and confidentiality of official statistics? One link is that there
may be lessons for the data-mining practitioner to be learned from the practices
developed by statistical organisations in order to protect the confidential nature of
their data. But to mine data, there must be access to data. So perhaps the
presumption of the Workshop is that data used for the creation of official statistics
could be made available for mining. This paper looks at the proposition from the
viewpoint of an official statistical organisation. It therefore looks at the constraints
and issues that statistical offices live with in their regular work on official economic
and social data. Researchers, including data miners, who wish to have access to the
datasets underlying official statistics will need to understand and respect these issues
and principles.

These issues apply in particular to data obtained through surveys and
censuses, either voluntary or compulsory, from individuals and households, and from
companies or enterprises. Some of these issues may not arise where data have been
obtained by different methods, for example from administrative records, but even then
other constraints may exist in the form of specific laws protecting those records or
from general Data Protection laws. An example of the latter constraint is the European
Union (EU) Directive 95/46 on the protection of individuals with regard to the
processing of personal data and on the free movement of such data, and also the
consequential laws implementing the directive in the EU Member States. But that is
presumably a topic well known to data miners, and well understood by them, and so
this paper will concentrate on confidentiality issues related to official economic and
social statistics and the data on which they are based.



Data mining may seem to be the antithesis of protecting the confidentiality of
official statistics. The former seems to have a carefree, heroic and exploratory image
that is the opposite of the conservative approach taken in official statistics. Soin any
public discussion it would be important to emphasise that data mining is looking for
patterns and statistical relationships in data—not for individuals and their details and
their relationships. So data mining is pattern recognition, not people recognition, or
company recognition.

The principle of informed consent is the basis of much of official statistics. A
guarantee of confidentiality for the information provided is often the basis of
obtaining the data. It also imposes a constraint on what can be done with the data and
by whom. In this context, confidentiality issues and statistical disclosure methods
have been developed to maximise the use of the data while keeping the original
agreement with the data source.

This paper sets out some of the issues, principles and methods that have
been developed, particularly in relation to traditional outputs—tabulations—of
statistical offices. Then, some of the issues relating to providing access to
confidential data are indicated. Finally, some recent developments, at the European
level, that will provide better access to anonymised micro-datasets for scientific
research are described.

2 Tabular Data Disclosure Control

Tables (including cross-tabulations) are the simplest and most common form of official
statistical output. It was recognised early on that tables could be disclosive,
particularly in the case of economic data. The important criterion for tables is that
dissemination is only possible if data subjects (those providing the data) cannot be
identified directly or indirectly. The problem is then one of checking whether a table
has sensitive cells; and then of dealing with the sensitive cells.

For example, atable might show production levels of a particular commodity.
If only one company makes this commodity then the table would disclose its output.
A more complex table, perhaps of production by region and by size category of the
production unit, might make it easy to recognise a company (from several making that
commodity) and show its output of the particular commodity.

Early methods for protection of tabular information included suppressing cell
values in tables and forming broader categories of the classifying variables. These
methods are still in use, sometimes implemented by hand. Other methods include
rounding values in cells and adding noise (e.g. adding +1, 0, or -1 to the cellsin a
random pattern. Some of these methods are not very satisfactory in that marginal or
grand totals may not be the exact sum of the constituent cells as shown.

Over time, and following interesting research in the subject, a more
sophisticated understanding of the problem has developed. And the development of
more sophisticated methods for statistical disclosure control for tables has followed
this understanding. For example, it was recognised that, even if atable appeared non-



disclosive to a casual reader, it might be disclosive if the reader had some additional
relevant information. If atable cell had an aggregate from two observations, then one
of the members of the cell could deduce, by subtraction, the contribution of the other
member. Hence, the requirement, quite common in official statistics, that cells should
contain at least three members before any information can be released about the cell.
Various rules have devel oped over time, often based on the number of unitsin the cell,
including the “ dominance” rules, now commonplace.

Cell suppression itself has developed into a sophisticated art. We now
consider the suppression of “secondary” cells to protect the “primary” cells, and also
the degree (or interval) of protection afforded by different suppression patterns.

Recent developments include methods for the simultaneous protective
treatment of tables with several dimensions that have one or more overlapping (i.e.
shared) dimensions. These methods have been implemented in software by statistical
offices and continue to be the subject of research. An example is the GHMITER
engine developed at the Statistisches Landesamt fir Datenverarbeitung und Statistik
Nordrhein-Westfalen. A user-friendly graphical interface for this, CIF, has been
developed by Eurostat; and the engine is also being incorporated into the software
suitet-Argus.

Another issue that is becoming recognised as very important is the constraint
imposed by published tables on the to-be-published tables. Thereisactiveresearchin
thisarea. Karr and Sanil indicate that the whole tabulation plan for a particular dataset
should be considered at the outset. Otherwise publication of a particularly interesting
table (or at least the interesting parts of it) may be prevented because of the
information already published. In the Eurostat context, this could mean that an
aggregate for the 15 Member States (MSs) might not be publishable because of the
aggregates already published (or suppressed) at M S level.

3 Dissemination of Anonymised Records

The dissemination of anonymised records is an issue that has become increasingly
important and will undoubtedly continue to be so. It is probably the issue discussed
in this paper that will be of greatest interest because the records could be the raw
material for datamining.

3.1 Research Interest

Anonymised records, or anonymised micro-datasets, are becoming important because
of increasing interest from researchersin access to them. Thisinterest hastwo related
drivers. An aspect of modern life is the increasing interest in and demand for

evidence-based policy, policy analysis, and monitoring policies and their impact. This
kind of activity requires timely, detailed information and frequently requires more
detailed analyses than are presently published by statistical organisations. Sometimes
these anal yses are seen as outside the remit of national statistical organisations (NSIs)



or even as activities that could compromise the perceived independence of NSIs.
Indeed, these analyses are performed often by academic institutions or independent
research institutions.

Detailed data are needed for these types of analyses. The obvious and most
relevant source is often identified as the data collected and held by NSIs. Hence there
is an increasing pressure on NSIs and other statistical organisations to provide
detailed data on a wide range of topics. In particular, for the European Union (EU),
pan-EU analyses and research are becoming more and more important. The same
could also be said for the Euro-zone. So the need isfor access to pan-EU datasets for
this research. Eurostat holds many such datasets, and so it is seen, by analogy with
the national situation, as the natural, simple and direct potential source for these
datasets.

The second driver here is the changing nature of research itself. Much
modern research cannot be satisfied with aggregate data—micro-data are needed for
fine analysis and model building. Hand-in-hand with this there has been an evolution
(perhaps revolution would be a more appropriate description) of research computing
capacity—both hardware and software tools. This has considerably increased the
demand for access to micro-data records for computing correlation matrices, estimating
models and other analyses, depending on the context of the research topic.

3.2 Providing Data while Maintaining Confidentiality

At the same time, statistical organisations, both NSIs and supra-national and
international institutions, are increasingly seeing making more use of the data held by
them as an important contribution to society and as part of an obligation to make
better use of their resources (data). But there are constraints on what statistical
organisations, particularly NSIs, can do and on how they can do it. The role of
researchers and research organisations is thus an important one, and it is an
increasing one too. NSIs can assist in this development by providing some form of
access to some form of datato these researchers and research organisations.

But there are problems in providing micro-datasets to researchers—the main
one being the confidential nature of the data themselves. The question is, how can
the confidentiality of the data be maintained while at the same time providing
researchers with the information they would like.

There are two key issues here. The first is the basis on which the data has
been obtained; and the second, related to the first, is the perception of the data
supplier. Most information used for official statistics has been obtained against a
pledge of confidentiality and a guarantee that it will be used for statistical purposes
only. The ideas of informed consent and confidentiality underlie official statistical
data collection. The principle is that the data subject has a right to know what the
information will be used for and who will see their information. The argument here is
that if there is a new kind of use of the information, then the data subject should be
made aware of it.



The perception of the data supplier is very important. Many statistical offices
feel that thisis amajor factor affecting response rates to surveys and data collections.
Damage to perceptions, or aloss of confidence through even inadvertent disclosure of
confidential data, would result in worse datain the future.

Nevertheless, severa statistical offices have created anonymised micro-
datasets for access by researchers. These are intended to provide researchers with a
dataset in which the information content has been reduced sufficiently for the risk of
identification of a record or of disclosure to be acceptably small. Some datasets are
available, with little bureaucratic procedures and at minimum cost, to academic
researchers. Other statistical offices have a more conservative approach. Differences
reflect conditions, attitudes, legal issues and past practices in different countries.
There are differences, too, in the meaning of “anonymisation” and in the degree of risk
that would be acceptabl e in rel easing anonymised micro-datasets.

3.3 Creating Anonymised Records

For the creation of anonymised micro-datasets, various techniques have been
proposed—broadly the same as those used to protect tabular information but also
micro-aggregation techniques, suppressing variables and ensuring there is a delay
between collection and reference period of the dataand its rel ease as microdata.

Some methods used, often in combination, at present include:

reducing the geographic coverage;
rounding;

grouping or combining categories,
adding noise or perturbations;
micro-aggregation;

data swapping;

top- (or bottom-) coding;
imputing values from amode!;
suppressing fields or cells;
suppressing variables;

time delay.

Aninnovative approach suggested recently by Abowd and Woodcock isthe
creation of synthetic datasets—retaining the internal structure of the variables but
containing no real records. Although these synthetic datasets might satisfy some
research purposes, it is not yet clear whether they would also be of use in situations
where the rel ationship being searched for may exist in the original dataset but not have
been specified in the creation rules for the synthetic dataset.

3.4 Micro-aggr egation
Micro-aggregation may need a little explanation as it is relatively unknown and

unused. It is one method (or, rather, a set of methods) for anonymising potentially
disclosive data and thus for creating anonymised micro-datasets. In essence, a



variable that is sensitive or potentially disclosive is perturbed in a particular way with
the intention of retaining as much information and pattern in the data as possible but
at the same time reducing the risk of the information about that variable being
disclosive. Records are clustered into small groups on one or more variables. Then
the aggregate or average value of the variable over the group is assigned to each
member of the group. In an early presentation of the approach, Defays and
Nanopoulos proposed fixed same sized groups, but more recent research has
considered variable sized groups.

For example, a variable may be of the amount of local taxes paid by a
household. Depending on the way this amount is determined or calculated, this
amount may enable a researcher to identify the local authority in which the household
resides. This information, particularly in conjunction with other information about the
household in the record, may raise the risk of identification of the household to an
unacceptable level. So a simple anonymisation process would be to suppress this
variable as it provides information enabling the local authority of the household to be
identified. But suppose that the amount of local taxes paid could be averaged (for
similar households) over several similar local authorities. This average (the micro-
aggregate) could replace the actual amount paid in the records for the households.
This would mean that the particular local authority of a household could not be
identified unambiguously, thus reducing the risk of identification. But the patternsin
the datawould, to alarge extent, be unchanged.

Different approaches have considered different notions of “similarity” for
forming the groups, and these have lead to different ways of creating the groups of
records to be aggregated. What they have in common is first the ranking of avariable
according to a defined criterion and then the grouping of successive records. Some
approaches have used values of a variable; others, the first principal component of a
set of variables; yet others, the sum of z-scores.

4 Confidential Data at Eurostat—the L egal Context

The principle of statistical confidentiality is effectively the contract connecting the
statistician with all those providing their individual data, either voluntarily, as is
frequently the case, or by legal obligation, with aview to producing the statistical data
essential for the society as a whole. From the formal legal point of view most of the
European countries have established legal provisions for statistical confidentiality a
long time ago. At the European level, the principle has been enshrined in Article 285
of the Treaty establishing the European Community as a fundamental principle for
Community statistics. Article 285 provides that the production of Community
statistics shall conform to impartiaity, reliability, objectivity, scientific independence,
cost-effectiveness and statistical confidentiality. The confidentiality principle is
therefore part of the European basic constitutional charter and has thus acquired the
highest statusin legal terms.



The principle has been further specified and data received, held, used and
disseminated by Eurostat are controlled by a set of laws that have devel oped since the
Treaty founding the European Communities. In 1990, Council Regulation 1588/90 on
the transmission of data subject to statistical confidentiality to the Statistical Office of
the European Community set out basic rules and safeguards for the handling of
confidential data.  Subseguently, in 1997, the “Statistical Law”—EU regulation
322/1997 on Community Statistics—expanded on these basic rules. In particular, a
legal definition of statistical disclosure wasintroduced. Article 13 states:

“1. Data used by the national authorities and the Community authority for the
production of Community statistics shall be considered confidential when they allow
statistical units to be identified, either directly or indirectly, thereby disclosing
individual information.

To determine whether a statistical unit is identifiable, account shall be taken of all the
means that might reasonably be used by a third party to identify the said statistical
unit.”

This definition has replaced the former definition laid down in Regulation
1588/90 where confidential data were defined as “data declared confidential by the
Member States in Ine with national legislation or practices governing statistical
confidentiality.” The notion of confidential data has consequently become an
objective notion with a clear Community dimension.

This definition uses explicitly five different concepts: individual information;
a third party; identification (direct or indirect) of a statistical unit; disclosure of
individual information to a third party; and means that can be reasonably used by a
third party to identify the said unit.

The concept of “individual information” is not explicitly defined in the
European statistical law and so interpretation should be as wide as possible thus
making confidential any information concerning a statistical unit. Nevertheless, article
13 goes on to state:

“2. By derogation from paragraph 1, data taken from sources which are available to the
public and remain available to the public at the national authorities according to
national legislation, shall not be considered confidential.”

So, in conclusion, we can say that “individual confidential information is any
individual information which isnot normally publicly available’.

The Statistical Law also states that confidential data must be used exclusively
for statistical purposes unless the respondents have unambiguously given their
consent to the use for any other purposes (article 15). The law also makes provision
for accessto confidential datafor scientific purposes (article 17).

5 Recent developments on access to datasets for scientific research

At the European level, there have been devel opments recently which will help to meet
the demand for access to microdata and to open up datasets for scientific research
purposes. A new Commission Regulation, 831/2002, concerning access to confidential



data for scientific purposes, was adopted on 17 May and came into force on 7 June
2002. This was the culmination of a long process of discussion, negotiation and
drafting with 15 Member States (MSs). The Regulation sets out procedures and
conditions under which access to confidential data for scientific purposes may be
granted. The regulation refersto four important sources:

- European Community Household Panel (ECHP);

Labour Force Survey (LFS);

Community Innovation Survey (CIS);

Continuing Vocational Training Survey (CVTS).

In summary, researchers must belong to research institutions and
organisations within the MSs. A detailed proposal must be prepared stating the
purpose of the research, methods to be used and details of the data to be used.
Safeguards for the secure holding of the datasets will be necessary and controls on
access by individuals will be required. Agreement to conditions and safeguards will
be through a contract with the researchers’ institution. Thereis no right of access to
confidential data under the Regulation. MSs can withhold the data of their country
from any particular research request. Access to confidential datasets can be on the
premises of Eurostat with checks on the output and results to maintain confidentiality;
or access can be through anonymised micro-datasets. Work is now proceeding in
Eurostat, in close collaboration with the NSIs of MSs and with the research
community, in putting thisinto practice.

Incidentally, the new Regulation 831/2002 now provides a legal definition of
anonymised micro-datasets. “ “anonymised microdata’ shall mean individual
statistical records which have been modified in order to minimise in accordance with
current best practice the risk of identification of the statistical units to which they
relate.”

For some of the data sources mentioned in the Regulation, the first step will
be the creation of anonymised micro-datasets. Although there is a wealth of
knowledge of these datasets in all the NSIs, and some experience of creating
anonymised micro-datasets, the work will proceed through discussion with, and
agreement from, the NSIs of the MSs, using established methods as described above.
The creation of anonymised micro-datasets for household and individual data seems
to be relatively simple. At present work is proceeding on investigating whether
satisfactorily anonymised micro-datasets can be created for records for business and
enterprise dataaswell.

In the longer term, it is hoped that access could be provided to other datasets
onthe same, or avery similar, basis.

The data miner interested in accessing these anonymised datasets will need
to study the Regulation carefully. The purpose must be statistical and the activity and
output must be scientific research. This would seem to exclude any activities for
commercial purposes. The datasets may not be brought together with, or compared
with, any other datasets. The credentials of the researcher and the university or
research organisation for the research proposed will need to be established.

Some of this may seem off-putting. But for genuine scientific research, the
Regulation offers new opportunities to access large, respected and comprehensive



datasets covering the MSs of the European Union. The potential is great, as is the
opportunity and the challenge to researchers.
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Abstract. Mining official data implies retrieving data from different surveys or
administrative sources and properly interpreting them as measures of observed
phenomena. In order to support such an activity, ISTAT is developing a
metadata infrastructure which is based on two centralized metadata
management system, and implies the development of tools for exploiting
metadata in the data manipulation activities. Such a strategy is supported by the
definition of a conceptual metadata framework together with proper
documentation models for each class of metadata.

1 The ISTAT Strategy for Metadata Management: choices and
involved problems

Mining official data implies retrieving data from different surveys or
administrative sources and properly interpreting them as measures of observed
phenomena. Such an activity requires the availability of several classes of metadata
concerning the characteristics and the information content of each exploitable source
of information. To ensure the dissemination of such metadata to the data users is a
primary task for National Statistical Institutes (NSI), nevertheless to introduce
metadata management practices in the official data production is often a challenge.
Most NSIs consider the development of a metadata infrastructure a long-term goal,
which requires a carefully devised strategy. Moreover the increasing need for
integrating data from several sources obliges the NSIs to pursue a policy of
centralised metadata management. By means of homogeneously documenting data
from different sources in a unique environment, a centralised metadata system
provides the rough material for data integration.

Therefore the core of the ISTAT strategy is the development of two centralised
systems for metadata management, SIDI and SDOSIS, which manage metadata
concerning the production processes of surveys and the information content of
surveys and SIS, respectively. They will disseminate such metadata to both data users
and survey designers. Moreover they are conceived as metadata servers for those data
management systems and software tools which are exploited in the data production
and dissemination activities. Another important experience which we are carrying on



is the development of ESPLORIS, a system which exploits metadata for assisting the
user in extracting data from data collections produced by several sources. As analysts
of real world phenomena, the end users of official data have a basic requirement: to
search the large data collections which are produced by NSIs for retrieving those data
which are better suited to the analysis of a given class of phenomena, and properly
transform them. This is an exploratory activity, which requires the availability of
proper metadata. Many OLAP/DW tools exist which are well suited to perform data
exploration inside an organisation. Inside a single organisation the role of the different
classes of users constrains their information requirements. On the contrary the official
data users have unpredictable information requirements, therefore a richer amount of
metadata is required for steering them in retrieving and transforming data. This is the
reason why NSIs should invest in developing specialised tools for supporting the data
users' exploratory activities. Moreover tools for metadata-based data retrieving are an
important component of a general metadata infrastructure because a good metadata
quality is ensured only if metadata are actually used in data manipulation activities.

Last but not least, a NSI's metadata strategy requires a sound conceptual
foundation. This implies answering such questions: which are the relevant classes of
metadata for properly retrieving, transforming, analysing official data? How should
we model such metadata?

In sections 2 and 3 we outline our general conceptual framework for metadata
specification and present our model OSI, which we use for modelling the information
content of surveys and statistical information systems. In section 4 we discuss the
main characteristics of the systems which compose our metadata infrastructure,
namely SIDI, SDOSIS and ESPLORIS.

2. Classes of Metadata for Documenting Official Data

There is a general agreement on the need for a general conceptual framework
which specifies relevant classes of metadata, starting from an in depth understanding
of the role of metadata in the data production and analysis activities (see for example
[13], [14], [18]) In our opinion, a general conceptual framework for metadata
specification should specify classes of metadata and relationships among them
according to several dimensions, and provide the metadata managers with
documentation models for each singled out class of metadata.

Moreover, the different contexts in which metadata are used and the different ways of
communicating and using metadata should be analysed.

We propose to single out relevant metadata classes on the basis of such
dimensions: the content of metadata, their level of abstraction, their scope, that is
"what metadata describe", "how we look at metadata", "which extents of data are
described", respectively .

Our specification of the content of metadata, that is, "what metadata describe", is
based on the following main concepts:

a SOURCE of statistical information is any process which is activated to observe
real world phenomena so as to produce statistical information. A survey is a source,



an administrative data collection is a source too. A source produces data collections
by means of applying proper data production techniques and procedures;

a STATISTICAL INFORMATION SYSTEM (SIS) is an integrated collection of
pieces of statistical information which concern related phenomena and are issued by
different sources. SIS are built for satisfying various and/or unpredictable information
requirements. They are typically produced by NSIs for public usage.

These concepts define the contexts which are described by metadata: the
documented data come from observing real world objects by means of specific
techniques and procedures, for properly using data the analysts need to know what
has been observed and the way it has been observed.

Therefore two main classes of metadata are singled out, concerning the information
content of a source or a SIS and the characteristics of each source as an observation
process, respectively. These are the basic metadata classes. Other relevant metadata
concern the quality and the characteristics of the issued data when regarded as the
result of a particular repetition of a production process. Such metadata have a
different explanation and specification, therefore we separately analyse them. An
outcome of our work on such other classes of metadata is our implemented system
SIDI, which manages quality indicators together with metadata about the survey
production process, in an integrated way (see [8]). Further analysis of the two main
metadata classes can be developed along two other dimensions: the level of
abstraction and the scope.

A level of abstraction defines a particular “way of looking at" the objects which we
want to represent. By means of considering sources and SIS at different levels of
abstraction we single out three main metadata layer: the conceptual layer, the
organisational layer and the operational layer.

Sources and SIS as knowledge bases are the main objects which are defined in the
conceptual layer. Proper classes of conceptual metadata describe the production
process which is associated with each source as well as the information content of
sources and SIS.

We single out two components in the specification of the information content of
sources and SIS. The first component encompasses the specification of the observed
part of the real world, which is expressed in terms of elementary statistical concepts
such as statistical unit, variable, as well as the specification of structured objects
which are derived from such elementary objects. Each concept has a definition and a
set of links with the other concepts. We call such a specification a terminology. The
second component is the specification of the issued data: their meaning is documented
by means of representing them as associations of terms of a terminology. We denote
such associations by the name Information Frames. Each source or SIS has its own
terminology, however sources can share production procedures and terminology
concepts, but they produce their own information frames.

At lower levels of abstraction we describe the distribution of SIS among
organisations and the implementation of SIS and sources as data production,
transformation and dissemination systems.

In the organisational layer we distinguish among data producers, data users and
other organisations, in the operational layer we document the physical data
repositories and the data manipulation procedures, that is, those data management and



manipulation systems which are built for supporting the production and the usage of
statistical data.

Along the dimension "scope" we distinguish between local and global metadata
(see [14]). In the conceptual layer, local metadata are those metadata which describe
the information content and the characteristics of each source of information. Global
metadata are those metadata which are obtained by means of conceptually integrating
or standardising local metadata. The specification of the information content of a SIS
is an example of global metadata. Conceptual integration (or, equivalently,
harmonisation) is the activity which is performed in order to produce global metadata
concerning the information content. It is a complex activity, which requires
comparing and matching the conceptual objects which belong to different source
terminologies, by means of analysing their definitions; for this purpose, the object
definitions must be expressed in a structured shape, as combinations of formally
defined constructs. This is the reason why inside an NSI's collection of sources there
is never complete conceptual integration of the terminologies and generally only
delimited areas of integrated concepts are defined, corresponding to SIS or other sets
of partially integrated surveys such as general standards or area standards. On the
contrary it is easier to attain a conceptual layer standard description of the surveys'
production processes, by means of exploiting shared descriptions of operations (see
[8]). In the organisational and operational layer, global metadata should describe
those interactions among organisations, processes, data and agents which are involved
in statistical data production and usage.

In our metadata framework each metadata class plays the role of a homogeneous
viewpoint with which we can associate a documentation model. A documentation
model is the specification of a set of meta-objects which have their own meta-
properties and are linked by meta-relationships. It allows for specifying in a standard
way those metadata which belong to a given metadata class.

3 Modelling metadata

As a consequence of our activity we have especially studied how to model the
production process from a documentation viewpoint, for SIDI, and how to model the
information content of surveys and other sources, for SDOSIS and ESPLORIS.

SIDI is based on a conceptual layer model which allows for associating each
survey with a set of OPERATIONS (see [8]). An operation is a high-level description
of survey procedures, such as Data capturing by means of CATI techniques. Each
operation is associated with a set of CONTROL ACTIONS, namely particular
operations which are performed for monitoring the production procedures. Operations
and control actions are performed by AGENTS, moreover they produce and exploit
DATA REPOSITORIES.

We have defined a conceptual layer model, called OSI (Objects-Information
Frames), for specifying terminologies and information frames of surveys and SIS (see
[7] and [3]). OSI aims to support analysing concepts for integration as well as
performing complex data manipulation activities. Therefore it strongly differs from
the OLAP data model (see [6], [11]), based on the notions of cube, fact, dimension,



which is only aimed to let the analyst perform simple operations on pre-defined data
marts. Unfortunately, to support non planned data manipulation is not an objective of
the OLAP/DW research, even if many researchers in this area (see for example [1],
[4], [10]) stress the need for richer conceptual specification languages. OSI borrows
some concepts from those conceptual models which were proposed in the statistical
database research area, whose main goal, however, was to support an operational
layer activity, namely statistical database design activity (see for example [15], [16],
[L7]).

The main particular features of our model depend on its underlying analysis-
oriented conceptualisation (for similar approaches see for example [2], [5], [9], [13]).
From this viewpoint each source is regarded as a different way of observing the
reality of interest, data from distinct sources are evaluated and used differently. This
is the reason why our model enforces a clear distinction between the specification of
the observed part of the real world, which can be shared by different sources, and the
description of the data issued by each source. Our modelling approach has two other
important features. The first one is the explicit representation of the observed sets of
individual objects as STATISTICAL UNITs. The other one is the distinguished
specification for the observed qualitative properties of individual objects, on one side,
and the set of admissible values for such properties, on the other side. They are
represented as CLASSIFICATION VARIABLEs and CLASSIFICATIONS,
respectively. In our opinion the lack of such a distinction is an important limit of the
Fact/Dimension data model which is used in most of the existing OLAP tools. As an
example, let us consider two data such as Total number of University Students by Sex
and University Location and Total number of Persons by Age-Class, Sex and Person
Residence. Let us simply define Sex and University Location as dimensions for the
fact table Total number of University Students by Sex and University Location, and
Sex and Person Residence as dimensions for the fact table Total number of Persons
by Age-Class, Sex and Person Residence. In this case, the name of the variable is the
name of the dimension. Let us suppose that we want to calculate the derived indicator
Number of University Students/ Number of 19-25Aged Persons, by Sex and Region.
Given the above definition of dimensions, we cannot state if this indicator may be
obtained, because we do not know if the two fact table share the classification Region.
A different choice is possible, that is, to define Region as a shared dimension for the
two fact tables instead of University Location and Person Residence respectively: in
such a way however, the exact meaning of the data is not conveyed to the user. In
fact, the core of the statistical activity is to observe and measure homogeneous sets of
objects: this implies singling out the basic sets of objects of interest (the
STATISTICAL UNITs) and partitioning them according to pre-defined sets of values
(CLASSIFICATIONS) for their observed qualitative properties (CLASSIFICATION
VARIABLES). The available classifications are established on the basis of the
analysts' goals. Therefore, the latter ones are basic meta-objects when the data are
actually modelled for satisfying analytical purposes. It is worth noting that in our
vision the ultimate goal of the metadata representation is to enable the data user to
directly build new data by means of performing meaningful data manipulations. From
this viewpoint the problem of the poor definition of the Fact/Dimension model cannot
be solved by means of simply adopting proper naming conventions for the modelled



objects because the data user may need to manipulate variables and classification as
distinct objects, as in the above example.

The terminology of a survey or SIS is a collection of concepts which describe the
information content of the survey or SIS. A set of basic meta-objects is provided for
describing the observed part of the real world, namely STATISTICAL UNIT,
CLASSIFICATION VARIABLE, NUMERICAL VARIABLE, CLASSIFICATION,
IDENTIFIER_SET, ASSOCIATION. The observed part of the real world is described
by specifying a network of elementary concepts, each one belonging to one of these
meta-objects.

A STATISTICAL UNIT is a set of observable real world individual objects. The
notion of statistical unit describes observable populations such as Household,
Business, as well as sets of observable events which involve instances of observable
populations, such as Household-vacation, Person-hospitalisation.

A CLASSIFICATION VARIABLE is a qualitative property of observable real
world individual objects, such as Sex, Economic Activity, which can be used for
classifying statistical units. Identifier is a special CLASSIFICATION VARIABLE,
which is used to name the single items of a statistical unit.

A NUMERICAL VARIABLE is a quantitative property of observable real world
individual objects, such as Family Income, Turnover, on which simple summarising
function (such as SUM, AVERAGE) can be applied. Any numerical variable has a
numerical domain (such as INTEGER, REAL) and a unit of measure if its domain is
Real. Weight is the special NUMERICAL VARIABLE which is used for counting the
number of items of a statistical unit.

A CLASSIFICATION is a set of states which can be observed for some qualitative
property of observable real world individual objects. Each classification is associated
with an extension which is a list of names of states; as an example, Sex-classification
is associated with the set {male, female}. It is well-known that classifications can be
organised in CLASSIFICATION SYSTEMS, which establish a set of hierarchical
relationships between classifications. An example of official classification system is
the NACE classification for the economic activity.

An IDENTIFIER_SET is a name for a set of names of observable real world
individual objects. Each IDENTIFIER_SET is associated with an extension which is a
list of names of individual objects.

A CLASSIFICATION VARIABLE may be associated with one or more
CLASSIFICATIONs, and in particular cases with IDENTIFIER_SETs; a
CLASSIFICATION may be associated with one or more CLASSIFICATION
VARIABLEs. Identifier may only be associated with one or more
IDENTIFIER_SETs.

An ASSOCIATION is a one-to-many or a one-to-one relationship between
statistical units. It is worth noting that for the analytical purposes it is convenient to
regard any many-many relationship between statistical units as a statistical unit too.
PART_OF, GROUP are names for special associations.

A SIS or survey terminology specifies relationships among real world objects
belonging to one of the above meta-concepts (see at the end of the paper for a
diagram which presents the main relationships among OSI meta-objects).
STATISTICAL UNITs are associated with CLASSIFICATION and NUMERICAL



VARIABLEsS; two STATISTICAL UNITs may be connected by an IS_A (subset)
relationship; ASSOCIATIONs connect statistical units; two CLASSIFICATIONSs
may be connected by an AGGREGATION relationship, inside one or more
classification systems. The properties of the documented real world objects
encompasses the NAME of the represented object with its SYNONIMS, the
OBJECT-DEFINITION, which is expressed in terms of other objects, one or more
relationships with other objects of the above described types. An important feature of
the OSI model is the availability of a set of CONCEPT DEFINITION
CONSTRUCTS, which are used for specifying the definitions of terminology objects
in a formal way, so as to support their analysis and conceptual integration. These
constructs are also used for deriving new elementary objects from the available ones.

OSI encompasses two other classes of meta-concepts, which are used to describe
CONSTRAINTS on the terminology objects and their relationships, and for defining
STRUCTURED OBJECTS which are built by associating terminology objects,
respectively.

Example of CONSTRAINTS concerning terminology objects are STATISTICAL
UNIT PARTITION RELATIONSHIP, NUMERICAL VARIABLE SUM
RELATIONSHIP.

A STATISTICAL UNIT PARTITION RELATIONSHIP may be established
between a statistical unit and a vector of statistical units which are connected by IS_A
(subset) relationships with the given statistical unit. Such a constraint states that the
vector of statistical units is a partition of the given statistical unit. A vector of couples
CLASSIFICATION VARIABLE/CLASSIFICATION may have been used for
defining the partition. A simple example is the partition of Person into Male with
Age_class>14, Male with Age_class<14, Female with Age_class>14, Female with
Age_class<14, which is based on the vector [Sex/SexClassification,
Age_class/Age_classGroups].

A NUMERICAL VARIABLE SUM RELATIONSHIP is established between a
numerical variable and a vector of numerical variables, when the given numerical
variable corresponds to the sum of the vector components.

The most important example of a STRUCTURED OBJECT is the STATISTICAL
TABLE meta-object.

The meta-object STATISTICAL TABLE describes a common outcome of a basic
data manipulation operation, namely the result of applying a summarising function
such as SUM, AVERAGE on the values of a numerical variable or a vector of
numerical variables which are associated with the instances of one or more sets. In a
statistical context the sets of interest for a summarising operation are statistical units
or components of a vector of statistical units, in the latter case, the vector of statistical
units is defined by means of establishing a partition relationship with a given
statistical unit. As a consequence, generally a statistical table is a collection of
elementary components, where each component is the result of applying the given
summarising function on one of the given numerical variable for one of the defined
subsets of a partitioned statistical unit. An example is the object Number and total
Turnover of Businesses by Dimension and Economic Activity. In its definition it is
implicit that we have a set of Businesses with their Dimension, Economic Activity,
Turnover and Weight, and two classifications for Business Dimension and Economic
Activity, for instance Dimension Groups and NACE Groups. We make two



operations:  a)  partitioning  Businesses  according to the  vector
[BusinessDimension/DimensionGroups, EconomicActivity/ NACEGroups], b) for
each component of the attained vector of statistical units, which is a partition of
Businesses, applying an operator SUM on the values of the vector [Turnover, Weight]
which are associated with its instances. The components of this statistical table are
numbers which represents the total turnover or the number of businesses for one of
the subsets which we have obtained by partitioning Businesses in the described way.

Obviously statistical tables may be used to specify the content of the issued data,
but issued data are not the only context in which statistical tables occur. In fact,
representing statistical table in a terminology is mandatory because often a statistical
source directly collects statistical tables instead of, or in addition to, information
related to individual real world objects; moreover, components of statistical tables are
often involved in the definition of elementary objects such as numerical variables.
Another example of a STRUCTURED OBJECT is the RATIO meta-object, which is
used for describing those statistical indicators, such as Number of Students for each
Professor, which are obtained as ratios between two couples of the kind statistical
unit/numerical variable (in the example, the ratio is between Student/Weight and
Professor/Weight).

Having defined a terminology for a SIS or a single survey, we can describe the
meaning of its issued data. Among such data we consider those data collections which
are the direct output of the data capturing and editing procedures as well as those data
collections which are the output of further transformation procedures. At a conceptual
layer, we specify the content of the issued data as a set of interrelated
INFORMATION FRAMES. An information frame is a conceptual object which is
specified as a tuple of terms of a terminology. Moreover an information frame refers
to a TIMESET, which is a list of temporal references, representing the set of its
observation occasions. In most cases TIMESET is the same for all those data which
have been issued by a survey which has been repeated several times in a given period.
We single out two basic kinds of information frames, SET_OF_INDIVIDUALS and
SUMMARY. The former models collections of individual items (so-called
microdata), such as List of Students with Sex and Age-class, for each Degree Course,
the latter models data which have been obtained by means of summarising pre-
existing collections of individual items. More precisely, SUMMARYSs are used for
modelling so called macrodata, such as Total number of Students by Sex and Age-
class in Italy, as well as pre-aggregated data, such as Total number of Students by Sex
and Age-class, for each Degree Course, which have links with microdata, in the
example List of Degree Courses. It is worth noting that the conceptual relationship
linking two information frames is the same which links the statistical units to which
they refer (Enrolled in the example). It is worth noting that another kind of
information frame, which we do not analyse in this paper, is used for modelling those
data which are obtained by means of combining macrodata, such as indicator tables.

Both SET_OF_INDIVIDUALS and SUMMARY information frames are specified
according to a template in which a STATISTICAL UNIT is mandatory, together with
a TIMESET and the special numerical variable Weight. The other components of an
INFORMATION FRAME definition may be NUMERICAL VARIABLESs as well as
CLASSIFICATION VARIABLES/CLASSIFICATION couples. An



Identifier/IDENTIFIER_SET couple is a mandatory component in a
SET_OF_INDIVIDUALS definition. For SUMMARYSs, an operation is associated
with each NUMERICAL VARIABLE, such as COUNT, SUM, AVERAGE.

A SET_OF_INDIVIDUALS denotes a set of tuples whose components are single
instances of the specified component variables, that is, modalities of classifications or
values in the domain of a numerical variable. Each tuple contains the instances of the
specified concepts which have been collected for an observed individual instance of
the specified statistical unit. As an example, let us consider the datum List of
Businesses with their Dimension, Economic Activity, Turnover and assume that it has
been obtained by means of observing those businesses whose names are listed in List
of Businesses Identifiers in those occasions which are listed in List of observation
occasions, and that we have recorded the business dimension according to a Business
Dimension Classification and the business economic activity according to NACE
Groups. Such a datum is specified as

[BUSINESS,

IDENTIFIER*LIST_OF_IDENTIFIER,
BUSINESS_DIMENSION*BUSINESS_DIMENSION_CLASSIFICATION,
ECONOMIC_ACTIVITY*NACE_GROUPS,

TURNOVER, WEIGHT,

LIST_OF_OBSERVATION OCCASIONS].

A SUMMARY denotes a set of tuples which arranges the components of a
statistical table. As an example, let us consider the datum Number and total Turnover
of Businesses by Dimension, and Economic Activity. It corresponds to the statistical
table which is defined for the statistical unit Business in the above described way, by
means of partitioning Businesses on the basis of the vector
[BusinessDimension/DimensionGroups, =~ EconomicActivity/NACEGroups],  and
properly applying the SUM function on the vector [Turnover, Weight], for each
subset of Business in the obtained partition. Such a datum is specified as

[BUSINESS,

BUSINESS_DIMENSION*DIMENSION_GROUPS,

ECONOMIC_ACTIVITY*NACE_GROUPS,

SUM(TURNOVER),

SUM(WEIGHT),

LIST_OF_OBSERVATION OCCASIONS].

This SUMMARY denotes a set of tuple, in which each tuple is referred to a
component of the partitioning vector of the specified statistical unit, Business.
Therefore each tuple is composed by that particular combination of modalities of the
specified couples BusinessDimension/DimensionGroups and
EconomicActivity/NACEGroups which uniquely identifies the referred component of
the partitioning vector, together with the values of SUM(TURNOVER) and
SUM(WEIGHT) which have been calculated for such a component.

It is worth noting that, despite their different meaning, the two kinds of information
frames can be processed in a very similar way. This is a feature that OSI shares with
the Fact/Dimension model which is generally used in OLAP applications.



In order to describe the whole set of data issued by SIS or by single sources of
statistical information we need to specify relationships among information frames.

Two SET_OF_INDIVIDUALS may be connected by an IS_A (subset)
relationship, which is the same which connects their statistical units.

Two SET_OF_INDIVIDUALS may be connected by an ASSOCIATION, which is
the same which connects their statistical units. A SUMMARY may be connected with
a SET_OF_INDIVIDUALS by an ASSOCTATION, in the role of son. In these cases,
special CLASSIFICATION VARIABLE/IDENTIFIER_SET couples occur in the
information frame which has the role of son, where IDENTIFIER_SET is referred to
the father information frame. In particular, this is the case when a SUMMARY is
used for modelling pre-aggregated data.

The data which are observed and released by each source are thoroughly described
as associations of terms, when their meaning is what matters.

However, such data are also characterised by the operations which produced them
as well as by the operations which can modify them. OSI specifies all the admissible
TRANSFORMATIONS which can be applied on information frames. Generally
speaking an information frame is obtained by another information frame by means of
applying transformations which belong to one of these classes:

a) simply ruling out components: CLASSIFICATION
VARIABLE/CLASSIFICATION couples and NUMERICAL VARIABLES for SET-
OF-INDIVIDUALS, only NUMERICAL VARIABLES for AGGREGATES;

b) summarising by means of selecting a subset of CLASSIFICATION
VARIABLE/CLASSIFICATION couples and then applying a summarising function;

¢) summarising by means of choosing, for any CLASSIFICATION
VARIABLE/CLASSIFICATION couple, another existing classification which has the
role of father in an AGGREGATION relationship with the given classification and
then applying a summarising function;

d) selecting a subset of observation occasions;

e) applying elementary transformations to the information frame components
which implies deriving new elementary objects: new CLASSIFICATIONs, new
CLASSIFICATION VARIABLEs, new NUMERICAL VARIABLEs, or a new
reference STATISTICAL UNIT. In all these transformations the OSI concept
definition constructs are involved. In particular, a new statistical unit is built by means
of specifying selection criteria which involve the given CLASSIFICATION
VARIABLE:S, or derived CLASSIFICATION VARIABLES.

OSI provides the data user with a set of information frame transformations which
include a rich set of CONCEPT DEFINITION CONSTRUCTS for deriving new
objects from the observed ones and therefore is richer than the set of OLAP
operations.

4. The ISTAT metadata infrastructure

SIDI (see [8]) is the component of the ISTAT metadata infrastructure which is
dedicated to the specification and maintenance of metadata concerning the survey
production processes. Indeed SIDI has been designed as a tool for monitoring the



quality of the ISTAT surveys from both a qualitative and a qualitative viewpoint.
Therefore it is not only a metadata management system, it also allows for calculating
and disseminating standard quality indicators for each ISTAT survey. As a metadata
management system, SIDI warrants a standard specification of the survey production
processes, which is ensured by means of a network of thesaura. For each meta-
concept in our model we have built in the SIDI database a thesaurus of admissible
descriptions. In particular, thesaura have been defined for OPERATIONS and
CONTROL ACTIONS and other auxiliary concepts. Thesaura have been defined for
STATISTICAL UNITS and for the observed phenomena, too, which will be shared
with SDOSIS. The most complex thesaura have been given a hierarchical structure, so
as to steer the user in choosing the most suitable description, starting from general
descriptions and navigating towards more precise concepts. The conceptual links
among thesaura which are established by our model are represented in the database.
For describing a particular feature of the survey production process the survey
manager may choose a description in the thesaurus or insert a new description; in the
latter case, the new thesaurus item must be validated by a particular system user, the
quality manager, whose role is to keep a good level of standardisation by means of
properly managing the content of the thesaura network. This features of SIDI ensures
a meaningful concept-based inquiry. The end user chooses one or more operations,
one or more control actions, one or more statistical units or phenomena, and the
system select those surveys whose production process specification matches such
user-defined search criteria; then the end user can select a single survey in this list and
navigate across its metadata and quality indicators, or select several surveys and
compare their quality indicators.

At present SIDI is implemented and manages metadata describing the majority of
the ISTAT surveys, we are now designing the first version of SDOSIS.

SDOSIS is aimed to document the information content of ISTAT surveys as well
as the results of any integration activity. Future versions of SDOSIS will directly
support the integration activity, by means of offering functionalities for the analysis of
terminologies. The present version of SDOSIS is equipped with functionalities for
specifying terminologies and information frames of surveys and SIS. In order to
warrant a good quality of metadata SDOSIS manages some classes of operational
metadata concerning input and output data repositories. In particular, the survey
managers can describe the survey questionnaires and store their image, moreover they
can specify the physical characteristics of those administrative archives which they
exploit as data sources and document the way by which the survey data are
disseminated: print tables, files, database relations, data marts. Moreover, the SDOSIS
database encompasses a classification repository, in which the set of modalities of
each documented classification is stored, together with correspondence tables for
linking modalities of different classifications. Unlike the production process, the
information content of surveys and SIS cannot be specified in a homogeneous way by
means of pre-defined thesauri. A standard specification would require conceptual
integration, which is only obtained by means of in-depth analysing the information
content of the involved sources. SDOSIS manages a standard terminology, based on
official standards, which is represented by means of a network of thesaura which store
standard terms for statistical units, variables and classifications. However, the survey
managers are not obliged to adopt such a terminology nor to define compatible terms.



They define the survey's own terminology and may declare, for each term, a
correspondence with a standard term. As an alternative choice, they may declare a
correspondence with a term in another survey's terminology, or with an area standard
term, which is shared by a set of similar surveys. In such a way, SDOSIS documents
all those situations in which a partial integration of surveys have been established.
Because of the more complex context which it documents SDOSIS provides the end
user with more inquiry functionalities. In particular, it offers two distinguished
concept-based inquiry functionalities which exploit standard and non-standard terms,
respectively. Both of them enable the user to choose terms in a network of term
repositories concerning statistical units, numerical variables, classification variables,
classifications and search for surveys whose description matches the specified criteria.
However the first functionality allows the user to choose terms in the standard
terminology thesaura, while the other one allows the user to choose terms in
repositories of non-standard terms. For the purpose of warranting meaningful
inquiries, such repositories include those terms which are shared by several surveys as
well as those survey terms which have no correspondence with other terms. After
having selected a single survey of interest, the user can navigate across its
terminology as well as view its information frames, and view the characteristics of the
input and output data repositories. Proper inquiry functionalities are provided for the
other system entities: SIS, standard terminologies, local standard terminologies.

As we discussed in the foregoing sections, we have decided to implement
ESPLORIS after having observed that most OLAP/Data warehousing tools are not
suitable for the requirements of the SIS users (see [3] and [13] for a similar approach).
ESPLORIS is a specific tool for implementing multi-source SIS, which employs
metadata for steering the users in selecting sources of information and extracting new
data from data collections produced by several sources, through navigation and
manipulation. ESPLORIS is built around a knowledge base (KB in the following) in
which the information content of the implemented SIS is described in terms of the
OSI model. The interaction with the data users is based on the conceptual metadata
specification stored in the KB. The user interface represents the relevant classes of
metadata and their relationships by means of graphs. Operational metadata which
describe logical and physical structures and their correspondence with conceptual
metadata are represented, too, for the use of several system components.

In the ESPLORIS knowledge base, each source of information is associated with
its own information frames, but all information frames are defined by employing
shared sets of statistical units, numerical variables, classification
variable/classification couples. These sets of elementary concepts describe the real
world which is observed by the SIS as a whole. Moreover, a unique network of
classification systems is implemented and represented inside the knowledge base.

The system allows the data user to explore the whole set of conceptual metadata in
the ESPLORIS KB. Such an activity produces a query on the Data Base component of
the system, which stores the data issued from the information sources. To build such a
query the user employs a graphical interface, which assists him/her in a step-by-step
fashion. Use cases have been employed to model all phases of the user's activity. An
interface panel corresponds to each phase.



Exploration of the conceptual domain and definition of the statistical unit and
variables of interest: this is the user activity in the first interface panel, called
Navigation Panel. The Navigation Panel presents the network of Statistical Units
which are connected by means of IS-A relationships, together with the corresponding
network of Information Frames. When the user selects a statistical unit, the
Information Frames which have the selected Statistical Units as a component are
enlightened. Once the end user has chosen a reference Information Frame, the system
presents a star-shaped graph, in which the Association links between the selected
Information Frame and other Information Frames are showed. In such a way the user
can choose variables of interest among the Classification and Numerical variables of
the selected Information Frame as well as build new variables by means of navigating
across the linked Information Frames, therefore he/she is enabled to carry out a non-
planned data manipulation. As an example, let us consider the variable Type of the
Degree Course in which he/she is Enrolled, which is referred to the statistical unit
Student. Such a kind of a variable is obtained by means of navigating along the
association Enrolled between Student and Degree Course. The existing OLAP tools
require to have it previously defined by a data warehouse administrator, in order to
include it in a data mart. Thanks to its richer metadata specification and user-friendly
interface, ESPLORIS allows the end user to on-line build such a variable when
needed. All the components which have been selected in the Navigation Panel define
the Conceptual Query, the first structured object built by the user.

Query building: this is the user activity in the second interface panel, called Query

Panel. Here the user, starting from a Conceptual Query, defines the logical structure
of target data, by means of performing classical OLAP operations, such as defining a
new Statistical Unit on the basis of a selection condition, choosing more aggregated
Classifications, summarising and ruling out variables. In such a way the second
structured object is built, called Logical Query. On user request, the Logical Query is
transformed in a set of SQL commands which are required for data retrieval, called
Physical Query. Data retrieval: this is the user activity in the third interface panel,
called Presentation Panel. The Physical Query is executed and the Presentation
Panel returns the data set, which is finally presented to the user. In the current
version, the available options are data visualisation and export in standard formats
(Excel, text files).
Future versions of ESPLORIS will provide the end user with a richer set of
transformation operations, in the Information Frame Transformation panel. Moreover
it will possible to store the new created Information Frames, thus enabling the end
user to dynamically build his/her own data marts.

5. Future work

At present, to implement our devised metadata infrastructure by means of
developing a metadata management infrastructure is our main activity. A related
theoretical work aims to define a complete conceptual framework and a well
established methodology for metadata specification, in particular for the information
content metadata integration. This also implies documenting the relationships among



metadata at different levels of abstraction, in particular how to make the conceptual
specification of data and processes correspond to the description of the same objects
in operational terms, as sets of concrete procedures which have input and output
datasets. There is another requirement for a metadata specification methodology: to
define which views of the conceptual layer specification of data and processes should
be communicated and used in different concrete contexts. Finally, what is most
important is to promote the extensive usage of metadata in practical data manipulation
activities: this is the only way to warrant a good quality of the defined conceptual
metadata.
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Abstract. This paper shows how data mining can help historians ana-
lyze and understand important social phenomena. Using data from the
Canadian census of 1901, we discover the influences on bilingualism in
Canada at beginning of the last century. Our approach, based around a
decision tree, not only infers theories directly from data but also evaluates
existing theories and revises them to improve their consistency with the
data. One novel aspect of this work is the use of confidence intervals to
determine which factors are both statistically and practically significant,
and thus contribute appreciably to the overall accuracy of the theory.
When inducing a decision tree directly from data, confidence intervals
determine when new tests should be added. If an existing theory is being
evaluated, confidence intervals also determine when old tests should be
replaced or deleted to improve the theory. Our aim is to minimize the
changes made to an existing theory to accommodate the new data. To
this end, we propose a semantic measure of similarity between trees and
demonstrate how this can be used to limit the changes made.

1 Introduction

The aim of this research is to develop a data mining tool that will help historians
explore the influences on the languages spoken in Canada at the beginning of
the last century. At the time of Confederation in 1867, language was a secondary
issue to other concerns, most notably, religion. By the turn of the century, how-
ever, language was becoming an increasingly significant concern in Canada as in
other western countries, and during the following decades, it came to be seen as
a principal indicator of an individual’s identity. While much research has focused
on the changing official views of language in Canada, little is known about the
actual linguistic abilities of the Canadian population before the later twentieth
century.

To address this problem, we apply a data-mining algorithm to the 1901 Cana-
dian census. For the first time, the census asked all residents in Canada three



language questions: mother-tongue, ability to speak English, and ability to speak
French. Our research investigates a random five-percent sample of the 1901 enu-
meration that has been created by the Canadian Families Project. The sample
is composed of all individuals living in households that were randomly selected
from each microfilm reel of the census enumeration for that year. Households
were selected to permit analysis of individuals with relevant social units. The
resulting sample is a cluster sample but given the nature and large size of the
sample, the design effect is not a concern is this study. For a detailed analysis of
this question, see Ornstein [7]. The sample includes data on 231,909 individuals
over the age of five, and it allows us to explore how factors such as ethnic origin,
mother-tongue, place of birth and residence, age and sex influenced the frequency
of bilingualism across Canada. We build upon research that focused on the in-
terpretive implications of how the census questions were posed, and how the
actual enumeration was undertaken [3]. We now focus on the responses to these
questions written down by the census officials at the doorsteps of individuals
and families across the country.

The data mining algorithm we use is the decision tree. Decision trees are easy
to understand, even by non-specialists, and have been used by domain experts
in many diverse applications [6]. In decision tree learning, an important issue is
over-fitting avoidance. A complex tree that fits the training data well typically
has unnecessary structure that does not contribute to the accuracy of the tree
and may even degrade it. To make the trade-off between accuracy and tree size
more principled, we use confidence intervals to prune the tree rather than one
of the existing methods. Using confidence intervals allows the determination of
not only a statistically significant improvement in the accuracy of the tree, but
also to quantify the size of the improvement. A test then will only be added to
the tree if the expected accuracy gained is sufficiently large to justify it.

We are interested not only in inferring theories directly from the data but also
in testing existing theories, such as those representing the views of politicians
of that era, to see if they are confirmed, or indeed contradicted, by the data.
Confirmation is likely to be a matter of degree and not all parts of the theory
will be affected equally. In this paper, we use a measure of the semantics of a
tree to minimize the amount a theory is changed to bring it into accordance with
the data. This should help historians not only evaluate an existing theory but
also to identify any erroneous assumptions on which it was based.

In the following sections, we first will show how confidence intervals are used
to prune a tree grown directly from the data. We then show how our semantic
measure combined with confidence intervals and new data is used to evaluate
and revise an existing theory on the influences on bilingualism in 1901.

2 Inducing A Decision Tree

A binary tree is used to represent the theories induced from the data. Although
sometimes deeper than a tree with a greater branching factor, binary tests should
help historians determine not only what are the important attributes but also



the critical values of those attributes. The tree is grown in the standard greedy
manner, the best test, according a splitting criterion, is selected to be added to
the tree. The main difference is that a test is actually added only when there is
a high confidence that a worthwhile increase in accuracy will result.

f(a,v) = max|P(La|+) = P(La.|-)| (1)

Using the splitting criterion of equation 1, the best split has the greatest
difference in the estimated probability of a positive instance going left P(Lg ,|+)
and a negative instance going left P(L, ,|—) [10]. The criterion is applied to each
attribute and each value and the attribute-value with the greatest difference is
selected. This value becomes the left branch of the split and the right branch
represents the remaining values of the attribute. The difference in likelihood
provides a measure of the probability that positive and negative examples come
from different distributions. A large difference tends to produce branches with a
large difference in class ratios and ultimately leads to better accuracy.

Our aim is to only add tests that improve the accuracy of the tree by a
useful amount. But when greedily growing a decision tree adding a single test
may not improve accuracy at all. This is often due to the strong imbalance in
classes away from the root node. Modifying the class distribution to reduce this
imbalance produces a measure that is more likely to show improvement when a
single test is added but produces negative values if there is unlikely to be any
advantage in adding the test. Based on the training data, the side of split where
the positive likelihood is greater than the negative likelihood is labeled positive
and the other side negative. Equation 2 gives the accuracy of the split if the
left and right hand sides are labeled positive and negative respectively. Here,
the role of the probability of each class, P(—) and P(+), is evident. To make a
statistic less sensitive to class distribution, the values are replaced by ones closer
to 0.5, by applying the squashing function P'(a) = (P(a) + 1)/(1 + 2) to the
class probabilities. The resultant statistic can be viewed either as accuracy with a
modified class distribution or as the linear combination of two statistics, accuracy
and likelihood difference, with the numbers in the squashing function controlling
each statistic’s influence. The statistic is divided by the fraction of instances
reaching the test, and thus estimates the overall improvement in performance.

Acc = P(L|+)P(+) + P(R|—-)P(-) (2)

In decision tree learning, the complexity of the tree is controlled by pruning.
In post-pruning, the tree is first grown until it fits the training set well and
then extraneous tests, not expected to improve accuracy, are pruned away. In
pre-pruning, new tests are only added if they are likely to improve accuracy.
Frank [2] experimentally compared the two techniques based on significance tests
and found little performance difference. Here, we use pre-pruning but based
on confidence intervals rather than significance tests. To generate confidence
intervals, we follow the basic procedure proposed by Margineantu and Dietterich



[4]. We apply the same bootstrapping technique [1] (but for a different purpose)
as each new test is added to the tree. Rather than discuss the method in detail,
we refer to their paper [4]. If two tests are being compared, a three dimensional
confusion matrix is used. If we are considering adding or deleting a test, we
use the confusion matrix and its row marginals. We apply our test statistic to
500 randomly generated matrices. After sorting the resulting values in ascending
order, the fiftieth element will be the lower bound of a 90% one-sided confidence
interval.

If this lower bound is greater than zero, we are confident that the gain is sta-
tistically significant. In Figure 1 a), HO is the null hypothesis that the difference
is less than or equal to zero, H1 is the alternative hypothesis that adding the test
improves accuracy. Not only is the lower bound greater than HO, it is also greater
than 0.5%. We can be confident that this test would improve the accuracy of
the tree by 0.5%, so the test would be added. If the bound is smaller than the
chosen percentage or smaller than HO, see Figure 1 b), the test would not be
added. When starting with an existing theory, we are also interested is deleting
structure. Applying the same test allows us, see Figure 1 c), to determine that
we are confident that removing structure does not degrade performance.

20-5% 999, LB
a) C 5
HO Hi
b) - 5
HO HI
C) ' B \/\

H1 90% UB HO

Fig. 1. Using Confidence Intervals for Pruning

The values used to decide when a test should be added where chosen by the
authors to represent a reasonable confidence in a useful increase in accuracy.
Future work will investigate the effect of varying these values and changing the
test statistic used to estimate the increase in accuracy.

3 Theories Induced from Data

In this section, we explore theories generated directly from the data. We use eight
attributes from the 1901 census data felt to be potentially relevant to the issue of
bilingualism. Some of the nominal attributes have had their values combined into
groups and the continuous attribute age has been divided into three intervals. To
generate the class label Bilingual, we combined the attributes Can speak English



and Can speak French but removed instances where one or both of the attributes
were unknown. For the rest of this paper, unilingual will mean can speak French
or English and bilingual will mean can speak both. To decide whether a new test
should be added, an increase in performance of 0.5% is needed at a confidence
level of 90%. Attributes will only be added if the number of instances on each
side of the split is greater than 10. Numbers less than 10 might belong to a single
family or a related group and be therefore of little interest. The instances are
randomly split into a test and training set, 75% of the instances going to the
training set. A pruning set is produced from a random 25% of the training set.
The splits are all stratified to maintain the class ratios in each set.

Figure 2 is the tree representing the factors that affected bilingualism through-
out Canada in 1901. At each leaf the classification is shown: bilingual is labeled
“Y” and unilingual is labeled “N”. The most important attribute, at the root of
the tree, is mother-tongue. The split is between those that have French as their
mother-tongue “MTONGUE=FR”, and those that do not (divided into English,
German, Gaelic and Others) “MTONGUE=o0th”. Notably, for this latter cate-
gory the tree terminates at a leaf immediately below the root. This classifies
all people that do not have French as their mother-tongue as unilingual. The
former category is further divided by birth place, those born in urban communi-
ties “BPLACE=UR” and can write are mostly bilingual. For rural communities
“BPLACE=RU?”, this is only true for males aged 20 to 49. The accuracy gained
by adding each attribute is shown to the left of the vertical line. To the right of
the line, the total accuracy (80.17%) is labeled “A”, the majority classifier accu-
racy (72.89%) is labeled “MC”, the total gain in accuracy (7.28%) is labeled “G”
and its 90% lower bound (7.00%) is labeled “LB”. The lower bound is generated
using bootstrapping on the overall confusion matrix.

MTONGUE=FR 2.91]

| BPLACE=RU 1.66]

| | AGE=20-49 1.79]

| | | SEX=F: N 0.54|A 80.17 MC 72.89
| | | SEX=M: Y |G 7.28 LB 7.00
| | AGE=oth: N I

| BPLACE=UR |

I CANWRITE=N: N 0.37]

|

CANWRITE=Y: Y I
MTONGUE=oth: N |

Fig. 2. Decision Tree for Canada

We next explore how the factors that affected bilingualism varied across
Canada. Figure 3 shows a map 3 of Canada in 1901 when the census was taken.

3 ©2001. Government of Canada with permission from Natural Resources Canada
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Fig. 3. Map of Canada in 1901

The territories and districts were very sparsely populated at this time. So we
combine them into a single region, with a population size more in accordance
with other regions. We also make a single region out of the eastern provinces;
New Brunswick, Nova Scotia and PEI. We grow decision trees for each of the
regions as shown in Figure 4. For British Columbia, the tree consists of the
single attribute mother-tongue classifying all individuals with a mother-tongue of
French as bilingual and all others as unilingual. The majority classifier is already
quite accurate, see Figure 4, due the large preponderance of unilingual people
in British Columbia. But using the attribute mother-tongue correctly predicts a
bit over a third of the bilingual people without sacrificing much accuracy on the
unilingual ones. Adding extra attributes produces no appreciable improvement.
For the territories, the tree has the same root node, but an additional attribute
can read improves accuracy when the mother-tongue is French. For Manitoba,
the tree also has the same root node, but the additional attribute is now can
write. For Ontario, as for British Columbia, only the single attribute of mother-
tongue is used. The Eastern provinces have a tree which is similar to Manitoba.
Mother-tongue is again the most important attribute, adding the attribute can
write is useful, although it does not improve accuracy on its own. However with
an additional attribute excluding children “AGE=5-19" | accuracy is improved.



British Columbia
MTONGUE=FR: Y
MTONGUE=oth: N

Territories
MTONGUE=FR
| CANREAD=N: N
| CANREAD=Y: Y
MTONGUE=oth: N

Manitoba
MTONGUE=FR

| CANWRITE=N: N
| CANWRITE=Y: Y
MTONGUE=oth: N

Ontario
MTONGUE=FR: Y
MTONGUE=oth: N

Eastern Provinces
MTONGUE=FR

| CANWRITE=N

| | AGE=5-19: N
| | AGE=oth: Y
| CANWRITE=Y: Y
MTONGUE=oth: N

Quebec
BPLACE=RU
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[ SEX=M
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| CANWRITE=Y
[ MTONGUE=FR:
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Fig. 4. Regional Decision Trees



For Quebec, a quite different tree is produced. Although the attribute mother-
tongue is used, it appears much further down the tree, close to the leaves. The
most important attribute is birth place, indicating if the person was born in
a rural or urban community. The attributes used on both sides of this split
are very similar. Although for people born in rural communities, children are
immediately classified as unilingual. The overall tree is much less accurate than
those of the other regions. But as there was a nearly equal number of bilingual
and unilingual speakers in Quebec, it still a considerable improvement over the
majority classifier.

From an algorithmic perspective, attributes seem generally to be added if,
and only if, they result in an increase in accuracy at the leaves of a practically
significant amount. For the larger trees this is not always the case. This might
be due to using a 90% confidence limit, 10% of the time this limit will not
be met. It might also be due to the test statistic not being a direct measure
of accuracy. In the latter case, postpruning using accuracy might address the
problem, but this remains the subject of future work. For Quebec, it was possible
to increase accuracy by about 0.7%, by reducing the confidence interval to 50%
and removing the requirement for any gain. But the number of tests went from 9
to 32, so is of debatable merit. With the statistic we use, it is possible to produce
a split where the majority class for each branch is the same. This is makes no
difference in accuracy and can be removed to make the tree smaller. In fact, for
most of the trees this was unnecessary as there was no additional structure.

From a historical perspective, the decision trees are in keeping with some,
though not all, of the ways in which politicians, census officials, and other ob-
servers at the time discussed the question of bilingualism. The general assump-
tion was that English was becoming an international language of commerce, and
that if Canada were to continue developing, everyone in the country should be
able to speak it. In contrast, no public figure stressed the importance of learning
French. In this sense, the question of bilingualism was directed to two groups:
French-language residents and immigrants who did not speak either French or
English. The decision trees confirm that the mother-tongue francophones ac-
counted for much of the bilingualism in Canada. Similarly, individuals who were
more likely to be involved in commerce were more bilingual. The importance of
economic factors is also seen in the greater tendency of middle-aged males in
rural areas in Quebec (more likely to be working in rural industries or in the
forest economy) to be more bilingual. At the same time, this rural pattern shows
how the decision trees diverge from the theories that underlay the contemporary
public debate. Specifically, the trees reveal an extent of diversity in language
patterns that is inconsistent with how observers characterized Canadian society.
For the most part, for example, Quebec was assumed to be a quite homogeneous
society especially in the countryside. The general picture was of a unilingual
French-language rural world in Quebec that contrasted with the bilingual urban
communities of Montreal and to a lesser extent Quebec City. The decision trees
reveal that Quebec was indeed a quite distinct part of Canada in terms of bilin-
gualism but that within this distinction there was still considerable diversity.



4 Revising an Existing Tree

In this section, we show how an existing tree is revised so as to minimize the
change to the underlying semantics of the theory it represents. The main differ-
ence with other forms of theory revision [5, 9] lies in how we quantify changes to
the theory and how we use confidence intervals to decide when those changes are
worth making. Our notion of the semantics of a decision tree is based on how
the tree partitions the attribute space. We capture this semantics by generating
instances consistent with the tree. To limit the number of instances, we gener-
alize the definition of an instance so that the probability of an attribute having
a particular value is specified. This is similar to the treatment of unknown val-
ues in C4.5 [8]. By adding a weight to the instance we can simulate the effect
of multiple examples without incurring the additional processing cost. In our
approach, the user constructs a decision tree to classify a specified number of
imaginary instances, say 1000. An example of what such a tree might look like
is shown in Figure 5. Each leaf is marked with the number of individuals from
the original thousand that are bilingual and unilingual.

MTONGUE [] [] B
MTONGUE=FR CANWRITE D D
| CANWRITE=N: N Y(17) N(25) O
| CANWRITE=Y: Y Y(120) N(21) AGE — Ea, e
MTONGUE=oth: N Y(52) N(765) Instancel Instance2 Instance3
Wt=17 Wt=120 Wt=52
Fig. 5. Simple Domain Theory Fig. 6. The Positive Instances

To generate instances consistent with the tree, each path through the tree is
represented by as many instances as there are classes at the leaf. Six instances
are needed; three for the positive class, bilingual and three for the negative
class, unilingual. An instance following a left hand branch has the probability of
the attribute value associated with each specified test set to one. For the right
hand side branch, the probability is a uniform distribution over the remaining
values. Figure 6 shows the probability values for some of the attributes for the
positive instances. The negative instances will be identical except for the weights
shown at the bottom of Figure 6. The attribute mother-tongue has five possible
values, indicated by the dashed rectangles. The first two instances travel down
the topmost branch of the decision tree. They have the probability of the mother-
tongue being French set to one, indicated by the bold continuous rectangle. The
third instance, which travels down the bottommost branch, has the probability
of the mother-tongue being French set to zero and all other values of mother-
tongue are set to a probability of one quarter. The first two instances travel
different branches of the attribute can write. The first instance has a one for the
“N” value, the second instance a one for the “Y” value. All unused attributes
on a specific path, such as age, have a uniform distribution across all values.



Using these instances, it is now possible to change the order of the tests, or
indeed to add a new test, and produce the same partition of the attribute space
into classes. Figure 7 shows the effect of changing the root node from mother-
tongue to can write. The same number of instances are classified as bilingual
and unilingual. The distribution on the center branch is the same, but the top
and bottom most branches have changed. As these two branches are a mixture
of instances where the majority class was unilingual, they still classify instances
as unilingual. The topmost branch is made up of the first instance in Figure 6
plus half the third instance. The third instance had a uniform probability for can
write. As this attribute is now the root node, this instance must be sent down
both branches. This is achieved by making an additional copy of the instance.
For the original instance, the probability of value “N” for can write is set to one,
the same as the first instance. For the copy the probability for value “Y” is set to
one, the same as the second instance. As there are only two values, the weight for
both instances is set to half the original weight. If there were more, the weight is
the original weight times the fraction of values represented by the branch. There
is no longer a uniform distribution for the attribute mother-tongue, which was
different for the first and third instances. The splitting criterion would choose
this attribute as a possible additional test. This would not, however, change the
classification of instances. A linear scan across the instances indicates that the
classification will not change if new tests are added, so no split is made.

CANWRITE=N: N :- Y(43) N(407)
CANWRITE=Y
MTONGUE=FR: Y :- Y(120) N(21)
MTONGUE=oth: N :- Y(26) N(383)

Fig. 7. Changing the Root Node

To update the tree at each existing test, the splitting criterion is applied
to a combination of the data generated to be consistent with the tree and the
new data. If the original theory preferred certain attributes, any changes to the
theory will tend to use those attributes, rather than introducing new ones, say
by promoting them higher up the tree. New tests will only be introduced if the
new data has a strong preference for them. To achieve this, the splitting criterion
is applied separately to the old and new data. The values returned are combined
linearly to form a single value. The coefficients are determined by the number
of instances, or weight, of the old data versus the number of new instances.

There are four possibilities that might occur. A new test might be added
where the original tree had a leaf. The original test might be replaced by a dif-
ferent test. The original test might deleted altogether, or the old test maintained.
To determine which takes place, confidence in the new best test is determined.
If the original tree had a leaf at this node, a new test will be added to the tree if
the lower bound of the confidence interval is greater than 0.5. This is the same
as growing the tree directly from the data. If the new test is the same as the



old test nothing will change. If the new test is different and its confidence inter-
val exceeds the threshold it is compared to the new test. If the lower bound of
the confidence interval for the difference exceeds the threshold, the test will be
changed. If the new test does not exceed the threshold and the upper bound of
the confidence interval on the difference does not include zero, the test is deleted.

The old and new data might also differ in how an instance should be classified
at a leaf. A confidence interval can be used to decide which classification should
be used. Again a bootstrapping technique is used, this time based on just the
binomial ratios. At the leaf we can use lower bound of accuracy directly rather
than our test statistic.

5 Evaluating an Existing Theory

In this section, we present an experiment showing how the method discussed
in section 4 is applied to a theory representing the views held by politicians in
Canada in 1901. The theory has been developed from analyses of debate in the
House of Commons and newspaper coverage of political discussion about the
language questions posed in the 1901 census. For a comprehensive analysis of
the political debate about language, see Gaffield [3]. The decision tree represent-
ing the theory, see Figure 8, was designed to classify an imaginary 1000 people.
The design exercise began by ranking attributes according to how politicians of
that era expected them to influence bilingualism. Each branch of the tree was
then assigned some proportion of the 1000 people, indicated by the numbers in
parentheses. Next, each attribute was considered for its effect on the propor-
tion of bilingual speakers, and the appropriate ratio of bilingual to unilingual
individuals was assigned to each branch. Politicians certainly did not all agree
on the importance of various factors and their perceived influence on reported
bilingualism, and therefore the experimental parameters represent a distillation
of somewhat divergent views.

Ethnic origin was assessed to be the most important attribute, only those
of French origin were expected to be bilingual, most other individuals were ex-
pected to be unilingual. The next most important attribute was assessed to be
birthplace, being urban born was more strongly associated with bilingualism than
being rural born. Attributes sezx, age and can write were then added in that or-
der. Once the tree was constructed, instances consistent with it were generated.
The proportions of the classes at the leaves, indicated by the “Y()” and “N()”
in the figure, were then adjusted so that the order of attributes was maintained.
The tree is reasonably accurate (78.960%), only 1.2% less accurate than the tree
grown directly from the data (80.169%).

Figure 9 shows the politicians’ theory after revision using data for the whole
of Canada. This revised theory is more accurate than the politicians’ theory. It
is slightly more accurate (80.204% lower bound 79.926%) than the decision tree
grown directly from the data (80.169%), see Figure 2, although the base of the
tree is identical. Much of the structure from the theory has been deleted, but
quite a lot remains, indicated by the “0” and “+4” in figure 9. The most significant



ORIG=FR :- (400)

| BPLACE=RU :- (212)

| | SEX=F : N :- 0.235 Y(20) N(65)

| | SEX=M :- (127)

| AGE=20-49 :- (72)

[ | CANWRITE=N : N :- 0.444 Y(12) N(15)
[ | CANWRITE=oth : Y :- 0.556 Y(25) N(20)
[ AGE=oth : N :- 0.364 Y(20) N(35)

| BPLACE=oth :- (188)

[ SEX=F :- (78)

| | AGE=20-49 :- (48)

| | | CANWRITE=N : N :- 0.444 Y(8) N(10)
[ | | CANWRITE=Y : Y :- 0.667 Y(20) N(10)
|

|

|

|

|

|

0

| AGE=oth :- : N :- 0.333 Y(10) N(20)
SEX=M :- (110)
AGE=>=50 :- (40)
| CANWRITE=N : N :- 0.444 Y(8) N(10)
| CANWRITE=Y : Y :- 0.545 Y(12) N(10)
AGE=oth : Y :- 0.714 Y(50) N(20)
RIG=oth :- : N :- Y(50) N(550)

Fig. 8. The Politicians’ Theory

change to the theory is the first test, mother-tongue replaces ethnic origin and
accounts for most of the improvement in the revised theory. The additional
structure, indicated by the “4’s” in figure 9, is the part of the politicians’ theory
which was not deleted when the tree was revised. It identifies two bilingual groups
for people whose mother-tongue is not French. Urban males (labeled “+1”) of
French origin are predominantly bilingual, as are urban females (labeled “+2”)
of French origin, aged 20 to 49 who can write. This branch accounts for the slight
increase in the accuracy of the tree. These groups were identified in the original
theory. As the data supports this division, albeit very weakly, they have not been
deleted. The additional structure, indicated by the “o’s”, is not supported by
the data. It was not deleted, however, as the tests did not indicate a statistically
significant increase in accuracy. This structure does not change the classification
of the tree and so could easily be deleted.

From an algorithmic perspective, it seems that attributes were modified and
deleted when there was a clear advantage in doing so. But when the data did not
support such deletion, the semantics of the original theory was maintained. From
a historical perspective, the Canadian politicians of 1901 used mother-tongue to
help clarify ambiguities among the labels used for ethnic groups; they did not
see language as being a good identifier in and of itself. These theory revision
experiments suggest that mother-tongue was more important that politicians
believed at the time. But they were aware that times were changing, but probably
not to the extent to which the data seems to suggest, and this led to addition of
language questions to the census.



MTONGUE=FR :- 0.541
| BPLACE=RU :- 0.467

| | AGE=20-49 :- 0.575

| | | SEX=F : N :- 0.451 Y(1547) N(1886)
| | | SEX=M : Y :- 0.674 Y(2892) N(1399)
| | AGE=oth N :- 0.386 Y(3946) N(6278)
| BPLACE=UR :- 0.674

| CANWRITE=N :- 0.409

[ | ORIG=FR :-
[

|

|

|

|

[

o 0.408

o | | SEX=F : N :- 0.303 Y(240) N(550)

o | | SEX=M : N :- 0.499 Y(451) N(452)

o | ORIG=oth :- : N :- 0.437 Y(35) N(45)

CANWRITE=Y :- 0.732

o SEX=F : Y :- 0.647 Y(2570) N(1405)

o SEX=M : Y :- 0.813 Y(3399) N(782)
MTONGUE=oth :- 0.101

+ ORIG=FR :- 0.404

+ | BPLACE=RU : N :- 0.343 Y(348) N(666)

+ | BPLACE=UR :- 0.506

+ | SEX=F :- 0.448

+ I | AGE=20-49 :- 0.581

+ | | | CANWRITE=N : N :- 0.344 Y(8) N(16)

+2 | | | CANWRITE=Y : Y :- 0.621 Y(90) N(55)

+ I | AGE=oth : N :- 0.295 Y(43) N(103)

+1 | SEX=M :- : Y :- 0.570 Y(162) N(122)

+ ORIG=oth :- : N :- 0.089 Y(3823) N(38942)

Fig. 9. The Revised Theory

6 Limitations and Future Work

From a historical perspective, the census was designed to provide evidence of the
learning of English by French-language individuals. The trees, indeed, show this
but they also show that a constellation of factors underlay the language patterns
including age, sex, and rural-urban differences and this was not uniform across
the country. It is for this reason more research is needed on specific geographic
areas such as the so-called Bilingual Belt as well as on other data from the
census including economic variables. From an algorithmic perspective, the test
statistic and other design choices have proven effective in practice on this data
set but need to be experimentally validated on other data sets. Confidence in
an existing theory might not constant for all parts of the theory. The existing
theory determined the old tests and influenced the choice of new tests but did
not affect the confidence value. An alternative would be to take a more Bayesian
approach, perhaps using credible intervals rather confidence intervals, allowing
locally defined confidence values.
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Conclusions

From a historical perspective, the most compelling conclusions concern the ex-
tent to which the Quebec patterns appear to differ from those of the other regions
of Canada, and the complexity in the patterns of bilingualism at the turn of the
century. From an algorithmic perspective, this work has demonstrated how con-
fidence intervals can be used to identify factors that are both statistically and
practically significant. It has also shown how combining a semantic measure of
similarity between trees with confidence intervals can be used to evaluate and
modify an existing theory.
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Abstract.

In the competitive environments, in which all sorts of organisations move it is of
utmost importance to have information about clients. Public databases offer
information about households and families. However, the non-crossed and non-
georeferenced format of these databases often makes it difficult to extract
typologies and information.

There are only two public databases from which to get information at the
household or family level in Spain: Population and Housing Censuses, which
provide aggregated and georeferenced information, and the Family Expenditure
Surveys, which provide information on household consumption, both published by
the National Statistics Institute. The two databases cannot be directly cross-
referenced, because the Family Expenditure Surveys offer a detailed description of
the families, whereas the Census provides the same data but aggregated without
cross-references.

In this paper, we define a procedure for cross-referencing these DBs and
calculating the economic household indexes for Spanish censal sections that
define the average quarterly economic behaviour of the households located in each
censal section. The necessary Symbolic Data Analysis procedure is based on
neural networks and provides an estimate of the trend in these indexes over a
series of years. The procedure can be easily extrapolated to similar problems with
official data sources from other countries.

1. Introduction

It is of utmost importance in the competitive environments in which all shorts
of organisation operate to have geographical, social and economic information
about their customers. The National Statistics Institute’s public databases offer
information about households and families generally (second-order objects or



macro data) from which behaviours can be extrapolated that can be transferred to

real customers, but the format and content of these databases is limited by the data

protection laws, which often makes it difficult to extract, for example, household
typologies and information by geographic location.

In Spain there are only two public databases from which information at the
household and family level can be obtained:

e The Population and Housing Censuses (PHC), conducted approximately every
10 years, which provides aggregated information at the censal section level. A
Censal Section is the smallest administrative unit of information about which
there is National Statistics Institute’s censal information and is composed of
about 400 households over a total of approximately 32000 sections into which
the country is divided.

e The quarterly Family Expenditure Surveys (FES) with information on
consumption by household of over 300 products.

Both databases are published by the National Statistics Institute (INE) and
would yield some economic household indexes by Spanish censal sections of
utmost importance today in customer relationship management (CRM)
applications. There are many applications that can be obtained from these indexes,
for example:

e Evaluate what censal sections in the country are more predisposed (higher
index) to expenditure on a given consumer product, so that a company
engaged in the sale of this product can easily locate its best points of sale.

e Use income or financial interest indexes for a bank to do a mailing to the
households of the censal sections with highest income and likelihood to use
financial services.

e Study the trend and periodicity of expenditure on a product to help to plan
marketing strategies depending not only on the censal section but also the

quarter and year in which it is launched.

The two above-mentioned databases cannot be directly crossed because whereas
the Family Expenditure Surveys (FES) offer a detailed description of the
families/households surveyed about their expenditure and income, explaining for
each one of these the socio-economic condition of the principal earner, the
household type, etc., the Census provides the same data but aggregated, without
cross-referencing, indicating, for example, how many families there are in a censal
section of a given socio-economic level and how many of a type of household, but
not their cross-reference, that is, it does not indicate how many there are of a given
socio-economic level and at the same time of a type of household. One possible
shortcut for overcoming this problem would be to situate the families surveyed in
the FES by censal section and then extrapolate, but the FESs do not indicate the
source relative to the censal sections of each surveyed family, which means that it
is impossible to directly locate the results of a FES in the censal sections.

In this paper, we provide a neural-network based procedure for estimating
quarterly household economic indexes for Spanish Censal Sections, based on the



above-mentioned DBs, as well as a linear forecasting model for estimating the
trend of each of the defined indexes.

The remainder of the article is organised as follows. Section 2 summarises
other approaches taken in the same direction. Section 3 presents the definition of
the household economic indexes to be calculated and section 4 details a procedure
for estimating these values, as well as their trend over this set of years. Section 5
presents a practical application of the approach presented to validate the
technique. Finally, section 6 presents the conclusions and future lines of work.

2. Related Work

The first standard micromarketing tool, called MOSAIC [1, 2, 3, 4] and
launched by the British company Experian, appeared in Spain in the early 90s.
Others, like the German Bertelsman’s REGIO or Equifax’s Microvision [7], soon
followed. These were first-generation micromarketing tools, oriented at new
customer conquest strategies.

These tools are based on having classified the Spanish population by life style
typologies, using for this purpose statistical classification techniques. The
classification criteria used are descriptive socio-demographic variables, which
means that each group or typology is very similar with regard to the variables
studied (e.g., age, socio-economic condition, educational level, ...) and, at the
same time, very different from the members of the other groups or typologies. By
means of this typification process, each of the roughly 32,000 censal sections in
Spain is associated with a given life style typology.

This type of tools are characterised by:

e They do not explain behaviours; they only describe the socio-demographic
characteristics of each typology.

e They use statistical classification techniques (cluster analysis)

¢ Only one typology is associated with a censal section.

In the late 90s, Bertelsmann-Direct published its Family Expenditure Items
Indexes within the Habits® [8] product. These indexes are different from other
tools like Mosaic or Regio and even from the Life Style and Consumption indexes
of Habits® itself, in that what they express is a distribution of family consumption
in a series of products for each censal section, by means of indexes whose
philosophy follows the idea to be explained in section 3. However, the statistical
technique used to find the model that explains the household variable is
Generalized Linear Models, which very much limits the predictive capability of
the indexes, as the underlying models are clearly non-linear. Moreover, a measure
or application of these techniques as a benchmark with which to compare the
technique proposed in this paper, unlike what we do in section 5, is not publicly
available.



3. Definition of Household Economic Indexes by Spanish
Censal Sections

The household economic indexes by Spanish censal sections to be calculated
define the average quarterly economic behaviour of the households located in each
Spanish censal section. These indexes are expressed in absolute (euros or pesetas)
and relative (percentage) terms with respect to the national, autonomous
community and municipal mean.

These economic indexes are divided into three categories, expenditure, earnings
and financial:
¢ Expenditure indexes per quarter and household: these are 259 indexes that
indicate the expenditure on different budget items that a family living in a
Spanish censal section would have and are divided into:

. Food, Drink and Tobacco (86 items)

. Clothing and Footwear (24 items)

. Housing, Heating and Lighting (26 items)

. Furniture, Furnishings, Fittings and Current Household Maintenance Costs
(29 items)

. Medical Services and Health Expenditure (11 items)

. Transport and Communications (18 items)

. Leisure, Entertainment, Education and Culture (35 items)

. Other Goods and Services (20 items)

. Other Expenditure (10 items)

The budget items cover the Household Expenditure totalling 259 products.
Their definition coincides with the description in the Continuous Family
Expenditure Survey (ECPF’92), Base = 1985, published by the Spanish National
Statistics Institute, up to the variety level of (Cod.Ecpf).
¢ Quarterly Income by Household in each censal section. Specifically, the
following 7 indexes are defined according to the definition of these income
found in the ECPF’92:

. Income from employment: monetary and non-monetary

. Income from self-employment: monetary and non-monetary

. Income from capital and property: monetary and non-monetary

. Income from pensions

. Income from unemployment benefits

. Income from other regular transfers

. Other income: monetary and non-monetary

¢ Quarterly Financial Indexes per Household in each censal section of
financial interest, the following are derived from the above:

1. Income: the estimated average income from the sum of the 7 income

concepts per quarter and household.

2. Expenditure: the estimated average consumption of the sum of the 259 items

per quarter and household.

3. Debt: the average quarterly debt per household generated in the censal

section.
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4. Savings: the average quarterly saving per household generated in the censal
section.

4. Data Analysis Procedure for Calculating Indexes and
Trend

The procedure followed to estimate the average value of each of the household
economic indexes by Spanish censal sections, as well as their trend, is not simple
as it involves cross-referencing information from the two DBs, one with
georeferenced information -the PHC- and the other with consumption information
—the FES-, whose content and fields are different. On the one hand, the Population
and Housing Census (PHC) offers an aggregated description of the socio-
economic composition of a censal section with parameters like:

e Sex (Male, Female)

® Age (5 ranges)

[ ]
But with the constraint that the data are not cross-referenced. For example, the
PHC indicates how many households are headed by males, how many by females,
how many by people aged from 25 to 30 years, etc., but does not indicate how
many there are headed by males who are also aged from 25 to 30 years. Why
would cross-referencing be useful? Because the FES offers information on
consumption by household, also providing information on the socio-economic
composition of the household surveyed. If we knew the composition of the
households by censal section in the PHC, all we would have to do is to go to the
FES and look for surveyed families with a similar composition, look at their
expenditure and extrapolate to the families of a similar profile of the censal
section. Unfortunately, this is not possible and we have to follow a procedure like
the following:

1. Group families surveyed in the FES. The aim is to form groups with surveyed
families who are known to live close to each other. These family groups may or
may not belong to different censal sections. This is one of the critical points of
the methodology. Fortunately, the FES usually include a field that indicates
such closeness, either because it is so explicitly, or for other reasons such as
indicating that they have been surveyed by the same interviewer on the same
day, which leads to think that they are not very far away to prevent he
interviewer wasting time travelling.

2. Calculate the socio-economic composition of each family group. The aim is to
get the socio-economic description of the non-cross-referenced composition of
each family group (percentage of families whose principal earner is male,
percentage of families whose principal earner is female, percentage of 1-, 2-, 3-
member families, etc., percentage of families whose principal earner has higher
education,...) The content of this description must be obtained from the



3.

information available in the survey used, must be as broad as possible and,
above all, must be information also available in the PHC.

Get the average indexes per family group. For each family group, the average
value of each index must be calculated.

3.1. The income, expenditure, investment and property indexes are
calculated by summing their components at the surveyed family level
and then calculating the average per group.

3.2. The saving index is calculated by first getting the savings at the level of
surveyed family, where saving is equal to income minus expenditure.
The goal of this index is to find out the average amount of saving of the
group families, that is, the amount of money the families of the group in
question may have available to purchase new goods. For this purpose,
the index must be adjusting in its calculation using the value O (no
saving) in families whose saving is negative. All the saving indexes at
family level must be O or positive. After this adjustment, the average per
group is calculated.

3.3. The debt index is calculated by first getting the debt at the level of
surveyed family, where debt is equal to income minus expenditure. This
index is adjusted using the value O (no debt) for families whose debt is
positive. All the debt indexes at family level must be O or negative. After
this adjustment, the average is calculated for the group.

It is important to note that the calculated indexes are an average per family and
quarter estimated for the period of years covered by the Family Expenditure
Survey used, as the family groups used have been selected by geographic
proximity irrespective of the time at which the survey was conducted.

4,

Get estimation models for each index. The aim is to get estimation models that
would take the non-cross-referenced socio-economic description of the
composition of a family group as an input and would output an estimate of the
value of the average index for all the group families obtained in the above
point. These models will then apply to other family groups whose composition
is in principle unknown, which means that it is important that these models
satisfactorily generalise the solution. The description of the models used here is
found in section 4.1 and 4.2.

. Calculate the socio-economic composition of each censal section. For each

censal section of the PHC, the same socio-economic description as calculated
in step 2 has to be calculated. This is why it was specified then that the socio-
economic description used should be available in both databases.

. Get indexes per censal section applying the models. Apply the non-linear

models calculated in point 4 to each censal section, taking the descriptors
obtained in step 5 as input. We would get then the 270 expenditure, income and
financial interest indexes for each censal section.

. To get the indexes relative to nation, autonomous community and municipality,

first we calculate the indexes for each censal section, which are averaged out
for the nation, autonomous community and municipality, and then the ratio is
established with respect to these measures.



8. Get the temporal evolution of the indexes. For each of the 272 indexes, their
evolution must be calculated separately for a set of years that cover at least the
years during which the Family Expenditure Survey used was conducted.

4.1 Method for estimating each index

Due to the required characteristics, the model to be used must be a non-linear
technique, which is why a neural net was chosen.

The socio-economic description of the household composition of each group
will be the neural net input x; and the output s; will be the values of the indexes
estimated, by means of a non-linear transformation.

The chosen non-linear transformation is characterised by the use of the
transformation function

f(a)= 2.5a¢”

For this purpose, one model per index is created rather than a single model for
all the indexes to be estimated. All the models are identical expect for a series of
constants that are later adjusted. The non-linear transformation model suited for
the procedure follows the following mathematical formulation: le xi be the inputs
and I their number and let s be the output to be calculated. The output or index
will be calculated using the following non-linear formula,

1 20
y; = f(z wix); s = ijyj where f(a)=2.5ae™
i=1 j=1

The constants to be adjusted for the model to achieve a correct estimation of
each index are wji and ®j. These constants will be adjusted using the well-known
back propagation method described in [9]. This method calls for a measure of
square error that has to be calculated for all the family groups created. The error
will be measured as the square root of the difference between the value of the real
index and the value of the estimated index.

4.2 Method for estimating temporal evolution

In a first step, the surveys are grouped according to a time unit, years, quarter,
month or web, and the average of the index for each unit of all the surveys
conducted during these periods is calculated. This grouping is totally independent
and different from the family groupings carried out in point 1, as whereas the
latter were based on a criterion of geographic neighbourhood, these are based on a
criterion of temporal and geographic proximity jointly, as the data obtained are not
statistically significant.

The second step involves adjusting a time forecasting model for each index and
applying it in the period of time to be studied. For this purpose, we propose the



following linear prediction model of the index s where Y is an integer that
indicates the year, Q the quarter, M the month and W the week in question:

sY,O.MW)=aY + O+ yM + W + ¢
The constants o, P, ¥, 6, and & are adjusted by techniques of linear regression
techniques on the data obtained in the previous sep. Varying the values of year,

quarter, month or week, we will be able to get predictions on the indexes in time
periods outside what are included in the survey used.

5. An example of methodology validation: calculation of
the income per household in the Autonomous Community
of Madrid

The symbolic data analysis methodology has been tested on the 1991 Population
and Housing Census (PHC) and the Continuous Family Expenditure Survey
(CFES), Base 1985, published by the Spanish INE. The CFES covers 100% of the
variables, shares with the PHC many descriptive variables of the households and
includes a field with geographic information. The CFES is quarterly and covers
the years from 1992 to 1996.

The composition of the household groups has been done using the following 5
variables

e Socio-economic category of the principal earner (7 levels)

¢ Educational level of the principal earner (7 levels)

e Sex (2 types)

o Age (5 levels)

® Municipality size (4 levels)
Totalling 25 descriptors per family group.

In the CFES, we managed to form 584 family groups that are known to live close
geographically. The CFES surveys the same number of families several times
during the quarters of the years 1992 to 1996, leading to approximately 106
different families. That is, the 584 groups correspond to grouping of these 106
families surveyed at different times.

Using the database of 584 groups of the CFES, with their 25 socio-economic
descriptors and their 270 indicators of income and expenditure, as a training set,
the neural models are calculated and applied to the PHC. Additionally, the
temporal evolution of the indexes is obtained on the temporal basis of the quarter
and calculating its prediction for the years 1997 to 2000.

The model has been extensively validated at private companies, but here we are
going to present a validation with an official index. In particular, the Statistics
Institute of the Autonomous Community of Madrid annually produces a Municipal



Household Income (MHI indicator). The Autonomous Community of Madrid
includes about 1,400,000 households distributed in 148 municipalities.

This indicator is produced mainly on the basis of the Income Tax Returns,
particularly, on the basis of the assessment basis of this tax, corrected by other
indirect indicators that can be used to estimate this variable and the available
family income. The aim is to estimate this important macromagnitude that
measure the real expenditure capability of families through the family income
obtained in net terms (that is, having removed taxes, deductions and
withholdings). The important thing for our purpose is that it is an index produced
by direct means and absolutely unrelated to the DBs used in our methodology.
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Figure 1. Comparison between the official income index for 1997 and the
predicted by the model.

The MHI index used is the 1997 index and is provided at municipality level,
which means that index calculated with our methodology must be aggregated to
this level, the municipality level. Figure 1 shows a comparison of the indexes for
the biggest municipalities in the Autonomous Community of Madrid. The index is
a percentage, where 100% represents the average expenditure per household of the
Autonomous Community of Madrid. The correlation level of the indexes is high,
0.92.

Deviations can be appreciated in the figure, which we put down to two problems:
oThe PHC provides the distribution of the households in 1991, a distribution
that has varied considerably in municipalities in expansion during the 1991-
1997 period, like Alcobendas and Pozuelo de Alarcon.



*The income index of the model has been calculated by means of the CFES,
averaged out for the 1992-1996 period.

It is to be assumed that the degree of adjustment would be greater with more
updated databases.
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Figure 2. Averaged Electric Power Consumption per home (EPC), in pesetas.
Comparison between official and model data. Model includes prediction for
period 1997-2000

On the other hand, it is impossible to validate the estimate of the evolution of the
indexes, but some results are encouraging. Figure 2 shows the comparison
between the estimated expenditure and real consumption of electric power in
principal residence per household (EPC). The calculation was done as a means
value per family. The official EPC, calculated on families surveyed in the CFES
includes the period of 1992 to 1996, whereas the model estimates in the range
1992 to 2000. It is clear how well the model grasps the trend and seasoning
features of the index.



6. Conclusions

In this paper, we have presented the definition of the household indexes by
Spanish censal sections characterised because they define the average quarterly
behaviour of households located in each of the Spanish censal sections, and are
expressed in absolute terms (euros or pesetas) and relative terms (percentage) with
respect to the national, autonomous community or municipal average.

Additionally, we have established a procedure for estimating the average value of
each of the economic indexes of the household by censal section within a set of
years preventing the problems of having to work with aggregated data based on
official statistics.

The results are promising and easily transferable to DBs in other countries.
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Abstract. Because of data privacy regulations, ensus data are available for
andysis only in aggregated form. Primary data (responses of persons) are aggre-
gated in many cross tabulations for small geographical units. Thus the target do-
jects of secondary analysis are small areas (enumeration digtricts or wards). Any
cell or marginal of a cross tabulation can be used as variable on these target do-
jects. The target objects can be linked with other spatial objects (e.g. rivers, roads,
railway lines) for spatia analyses. In this paper we discuss the special require-
ments that occur for this type of aggregate data mining including spatial analyses.
We show an application of SubgroupMiner, which is an advanced subgroup mining
system supporting multirelational hypotheses, efficient data base integration, dis-
covery of causal subgroup structures, and visudization based interaction options.

1 Introduction: Mining Spatial Subgroups

The goal of spatio-temporal data mining isto discover attributive, spatial and tem-
poral patterns and to analyse their potential interactions. The patterns describe hy-
potheses about spatially and timely referenced data. Spatial patterns additionally
include variables that do not only refer to properties of the analysis objects them-
selves (attributive patterns), but also to spatially neighbored objects and their
properties. Tempora patterns include analyzing change and trend. In this paper we
focus on spatia patterns from the perspective of the subgroup mining paradigm.

Subgroup Mining [Kl8sgen 1991, 1996, 2002] i s used to analyze dependencies be-
tween atarget and a large number of explanatory variables. The approach can be ap-
plied for exploration, classification, or optimization. Interesting subgroups with
some designated type of deviation, change, or trend pattern are searched, e.g. sub-
groups with an over proportionally high target share (mean) for a value of a discrete
(continuous) target, or subgroups for which the target share (mean) has significantly
changed between two time points, or shows a trend pattern for a sequence of time
points. Subgroups are subsets of analysis objects described by selection expressions
of a query language, e.g. simple conjunctional attributive selections, or multirel a
tional selections joining several tables representing different (spatial) objects. Inter-
estingness aspects include statistical significance, interpretability, and non
redundancy of subgroups.



A spatial query language that includes operations on the spatia references of ob-
jects describes spatial subgroups. A spatial subgroup, for instance, consists of the
young children that live near a nuclear power plant of type boiling water reactor. A
spatial predicate (nearby) operates on the coordinates of the spatially referenced
objects persons and power plants. Further some attributive selectors (age = young,
type = boiling_water_ reactor) define which objects belong to the subgroup.

While the spatial dimension is covered by spatial description languages for sub-
groups, the temporal dimension is represented by change or trend patterns that de-
termine the evaluation criteriafor an interesting or statistically significant subgroup.

The subgroup-mining paradigm provides the main components for these @
proaches: description languages for subgroups, search strategies in hypothesis
spaces, hypothesis evaluation, scaling, visualization, and causality analysis.

This paper describes an application of SubgroupMiner on census data. The goa
of the system is to provide a spatial and temporal mining tool. The system improves
all stages of the knowledge di scovery cycle:

— DataAccess. Subgroup Mining is partially embedded in a spatial database, where
analysisis performed. No data transformation is necessary and the same datais
used for analysis and mapping in aGIS. Thisisimportant for the applicability of
the system since pre-processing of spatial datais error-prone and complex.

— Pre-processing and analysis: SubgroupMiner handles both numeric and nominal
target attributes. For numeric explanatory variables on-the-fly discretization is
performed. Spatial and non-spatial joins are executed dynamically.

— Post-processing and Interpretation: Similar subgroups are clustered according to
degree of overlap of instances to identify multicollinearities A Bayesian net-
work between subgroups can be inferred to support causal anaysis.

— Visudisation. SubgroupMiner isdynamically linked to aGIS, so that spatial sub-
groups are visualized on amap. Thisallowsto bring in background knowledge
into t he exploration process, performing several forms of interactive sensitivity
analysis and exploring relations to further variables and spatial fezures.

The paper is organized as follows. Section 2 introduces the context of census
data. In section 3, the representation of spatial data and spatia subgroups is dis
cussed. The analysis framework is presented in section 4.

2 CensusData

We discuss an application example to illustrate the specia requirements of cen-
sus data mining and especially show the interaction between spatia subgroup mining
and GIS mapping. The UK Census, undertaken every ten years, collects population
and other statistics essential to those who have to plan and allocate resources. Mgjor
customers include departments of national and local government, and provi ders of
services such as health and education.



In the example, we analyse UK 1991 census data for North West England, one of
the twelve regions in UK. The basic geographical units used in our analyses are the
1011 wards situated in the 43 local authorities of NW England. Deprivetion i ndices
that are the focus of our analysis are given for these wards. The next geographical
level below wards are enumeration di stricts.

Census data can be aggregated to any level of spatial unit. The appropriate level
for an analysis depends of the problem and especially the available secondary data
(e.g. on deprivation). Lower levels ensure a higher homogeneity of aggregated vari-
ables thus providing a higher potentia to identify and evauate hypotheses on indi-
viduals (persons). On the other side, lower levels require scalable methods, since the
number of the main analysis objects can get very large when the overall region (as
North West England) is not strongly limited.

For the 2001 Census England and Wales had 116,895 EDs with an average size
close to 200 households (450 people). Census data are available as aggregated cross
tabulations for each geographical unit (wards). Table 1 is one (small) cross tabul &
tion of the about 100 tabulations that are provided for different dimensions (eco-
nomic position, ethnic group, gender in Table 1). Each of the cells of the cross tabu-
lations (e.g. 54 cells of Table 1) can be used as a variable on the geographical units.
Thus some 10.000 variables are available for the main analysis djects (wards).
Typicaly asmall subset of these variablesis selected for aspecial analysis.

[ I

I
| Table SO9 Economic position and ethnic group: Residents aged 16 and over

|
[ |
| | | Ethnic group | |
| | [ | |
| | [ | Indian | | |
| | | | | Pakistani | Chinese| Persons |
| |TOTAL | | Black| and |andother| bornin |
| Economic position| PERSONS| White| groups|Bangladeshi| groups| Ireland |
I |
[TOTAL PERSONS 1 2 3 4 5 6 |
| |
| Males 16 and over 7 8 9 10 11 12 |
| Economicaly active 13 14 15 16 17 18 |
| Unemployed 19 20 21 22 23 24 |
| Economically inactive 25 26 27 28 29 30 |
| |
|Femalesl6 andover 31 32 33 34 35 36 |
| Economically active 37 38 39 40 41 42 |
| Unemployed 43 44 45 46 a7 48 |
| Economically inactive 49 50 51 52 53 54 |

Table 1: An aggregated cross tabulation available e.g. for all wards

Also available are detailed geographical layers, among them streets, rivers, build-
ings, railway lines, shopping areas. Table 2 shows these layers including subtypes for
some layers. These layers have own attributes such as featcode (indicating the sub-
type of the spatial object) or length (of line). Only afew of the many point layers on
sports and tourist facilities are included in our analyses, because most of them seem
not rel evant for the selected target variables.



Layer name Description Type Objects
Motorway Motorway Line 49
Motorway (over), Motorway tunnel
PrimRoad Primary route, dual carriageway Line 3945
Primary route, dual carriageway (over)
Primary route, single carriageway
Primary route, single carriageway (over)
Primary route, narrow
Primary route, narrow (over)
Primary route tunnel
A_Road A road, dual carriageway Line 3882
Other subtypes: see PrimRoad
B_Road B road, dua carriageway Line 4368
Other subtypes: see PrimRoad
Mnr_Rd4o Minor road over 4 meterswide Line 9705
Minor road over 4 meters wide (over)
Minor road over 4 meters wide tunnel
Mnr_Rd4u Minor road under 4 meterswide/ over / tunnel Line 8756
Railway Railway, standard gauge Line 4231
Railway, standard gauge (over)
Railway, narrow gauge / narrow gauge (over)
Railway tunnel / Railway station
UrbAreal Large Urban Area (outer limit) Line 334
Large Urban Area (inner limit)
UrbAreaS Small Urban Area (outer limit) / (inner limit) Line 2235
Water Inland water (inner limit) Line 438
Inland water (outer limit)
River River (primary), source / middle/ lower Line 12103
River (secondary), source / middle/ lower
River (other and drains)
Canal Canal Line 968
Canal tunnel / Canal (over)
Wood Wood/Forest (inner limit) Line 859
Wood/Forest (outer limit)
Foreshor Foreshore (sand, inner limit) Line 209
Foreshore (other) and offshore rocks (il)
Foreshore (sand, outer limit)
Foreshore (other) and offshore rocks (ol)
National National boundary Line 12
County County boundary Line 88
District District boundary Line 61
Park National park/forest park Line 11
CampCara Camping and caravanning combined sites Point 212

;féble 2: Geographic Layers(spetial objects of type line/ point)

Deprivation indices are selected astarget variables, i.e. the analysisgoal isto gain
some information on attributive and spetial dependencies of these variables and their
interactions. Information from the Census (sometimes in combination with other
vaiables) is often combined into a single index score (Table 3) to show the level of
deprivation in an area. Over the years a number of different such indices have been
developed for different applications. In general, these measures show a strong corre-

lation between the level of deprivation and avariety of health indi cators.
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Variable

Unemployment

Low social class

Overcrowded households

Single parent

Under age 5

|
|
|
|
| Households lacking basic amenities
|
|
|

Lone pensioner

residents who have changed address
in the previous year

head of household born in the new
commonwealth

Households with no car

Not owner occupied

Children living in flats

Children in low earning households

Low educational participation

Low educational attainment

Standard Mortality Ratios

Male long term unemployment

Income Support recipients

X| X | X[ X| X| X| X| X

Home Insurance Weightings

Table 3: Variables used in the calculation of four deprivation indices

Individual variables are usualy weighted before they are combined. One of the
simplest approaches is to normalize the scores around a mean of zero and express
individual components in terms of the number of standard deviations. As aresult, the
measures are ordinal, hence they are often accompanied by ranking.

3 Representation of Spatial Data and of Spatial Subgroups

Census data, deprivation indices, and the data for the other geographic layers are
loaded into a spatial database system (Oracle Spatial). Before analysing the data, a
special view is constructed by selecting a subset of the very many census variables
and their normalization.




Most modern Geographic Information Systems (GIS) use an underlying Database
Management System (DBMS) for data storage and trieval. In object-relational
databases spatial datais represented as follows:

A spatial data base Sisaset of relations Ry,...,Rn such that each relation R in S
has a geometry attribute G or an identifier Ai such that R; can be linked (joined) to a
relaion Ry in S having a geometry attribute Gy.

A geometry attributes G; consists of ordered sets of x,y-pairs defining points,
lines, or polygons.

Different types of spatial objects are organized in different relations R;, e.g. roads,
rivers, enumeration districts or wards, buildings. Each such relation is called a geo-
graphical layer. Eachlayer can have its own set of attributes Ay, ... A, called the-
matic data and at most one geometry attribute G. The attributes A,..., A, are the
usual numeric or nominal attributes found in arelational database.

For querying multirelational spatial data, a major extension a spatial database adds
is the efficient implementation of a spatial join. A spatia join links two relations
each having a geometry attribute based on distance or topological relations (inside,
covers, adjacent, touches). For supporting spatial joins efficiently, specia purpose
indexes like KD-trees or Quadtrees are used.

Preprocessing vs. dynamic approaches

The above description shows that a GIS representation is multi-relational. A rel a
tion graph is shown in Figure 1 for seven tables. A link in this graph connects two
tables. Foreign keys are simplelinks: e.g. from diagnoses to persons. Implicit spatial
links are given by the spatial references of objects. E.g. a spatial predicate relates
persons and industrial plants: a person lives near a plant (either precalculated and
materialized asin Figure 1, or dynamically calculated during analysis).

Regions Hospitals

P.hospitali
.regionid

Persons Diagnoses

Nearbyl ndustrialys/ D.pid
N.ipid, N.pid; N.distance +anolossa

) 1 B.pid Therapies
Industrial Plants Blood Pressures

Figure 1: Object classes (tables) of amultirelational spatial application

While the relation graph of Figure 1 has a maximal depth of 3 (e.g. persons, diag-
noses, therapies), the relation graph for the census application is a simple star
shaped graph. The spatial objects (table 2) are aranged around the target analysis
units (wards) such that the maximal depthisonly 2.

There are different strategies to deal with multi-relational data in data mining. One
possibility is to preprocess the data and join the relevant variables from secondary



tables to atarget table. The resulting table has arectangular form and can be analysed
using standard methods like decision trees or regression. Multirelational analysis
agoproaches are not necessary in this case.

However the preprocessing approach has disadvantages. First, the set of relations
S and the set of possible joins L between tables in S constrain the hypothesis space
Each type of object can spatialy interact with any other type of spatial object in
numerous ways according to the topological relations. When all these joins are
meaningful, the set L is prohikitively large. 1t would be desirable to set up the prob-
lem in such away that at least in principle all hypotheses are in the search space of
an algorithm, or, at least, that it is not the preprocessing that pr eventsthis.

The extended target table generated by preprocessing will include only a small part
of the information available in the original tables. But often, it is not known before,
in which parts of the data the interesting results can be found. Thus it may be diffi-
cult to select the potentialy relevant variables and aggregations. When e.g. the num-
ber of diagnoses of a person is aggregated from the diagnoses table to the persons
table, the correlation of this number with other attributes from the diagnoses table is
lost (e.g. number of diagnoses of a specia type). Thus it would be necessary to ag-
gregate the diagnosis numbers for each value of (some) attributes of the diagnoses
table and possibly also for combinations of values. Thus the number of derived a-
tributes will easy explode for complex relation graphs.

Thus secondly, there is an obvious trade-off between the computing time needed
for pre-processing, and the required space for redundant storage on one hand, and the
computational complexity of the analysis run. Preprocessing may take a long time,
and much of the preprocessing may turn out to be unnecessary since a certain part of
the hypothesis space will be pruned away by the datamining algorithm anyway. It
would be desirable to perform expensive spatial joins only for that part of the hy-
pothesis space that is really explored during search.

Thirdly, a further disadvantage occurs in applications where the data can change,
either due to adding, deleting or updating. Since pre-processing leads to redundant
data storage, we suffer the usual problems of non-normalized data storage, thor-
oughly investigated in the database literature.

An advantage of preprocessing with respect to a dynamic approach is that once the
data is preprocessed the calculation has not to be done again. But here a dynamic
goproach could cache search results to improving efficiency.

The genera approach we apply for multi-relationa data mining relies on dynami-
caly joining the tables. The joins that are arranged during search follow paths in a
prespecified relation graph. The relation graph includes the edges between table
nodes. In the multirelational model we have k object classesO; , ..., Ok that are rep-
resented by tables. They are the nodes of the relation graph. Further we have a set of
links where each link is arelation between two object classes and is represented by a
prespecified link condition that defines a subset of the product of the two object
classes. These links are the edges in therelation graph.

When deciding on dynamic versus static spatial joins for the census application,
the following characteristics are important: structure of the relation graph, number



of thematic attributesin geographical layers, size of the relations, and data dynamics.
The number of attributes that can be induced for the primary table (e.g. wards) de-
pends on the depth of the relation graph and the number of thematic attributes. E.g.
for discrete thematic attributes, an own attribute can be induced for each value and
for each combination of values of several attributes (when combiretions of attrib-
utes are included). Such an attribute could hold the information that a ward is inter-
sected by aroad of type A (or of type A and length L). The number of potential in-
duced attributes exponentially grows with the depth of the relation graph. With each
additional layer joined, the number of induced attributes is multiplied by the number
of combinaions of attribute values of the additional layer. Since the structure of the
relation graph is smple (depth = 2; only joins between wards and geographic layers
and no joins between geographic layers) and the number of thematic attributes is
small, the number of induced attributes is manageablefor this application.

Also the data dynamics are extremely low. The UK census is undertaken every ten
years and also the other layers are faily stable, such that no data update problems
occur. Therefore the generation of an overall ward relation extended by al the pos-
sible induced attributes from the geographical layers would be preferable, because
efficiency (computation time) of analyses will be higher avoiding expensive joins
during analyses. Thiswould especially be necessary for finer levels of target objects
resulting in large tables (enumeration districts instead of wards). We apply a dy-
namic join goproach (no precalculated universal join) for the analyses (section 4),
because the joins are performed for these table sizes (1011 wards and e.g. 9705
roads) within some few seconds such that an interactive analysisis still possible.

In general, an extended dynamic strategy could be useful. This strategy would not
require an universal target relation constructed in a preprocessing step, but would
dynamically store the induced attributes, which are generated during a multirelation
search by joining severa tables, into the target table. In a subsequent analysis, it
would not be necessary any more to construct the join again, but the stored induced
attributes could be accessed from the target table.

Spatial subgroups

A multirelational subgroup is a subset of target objects that is defined by condi-
tions on variables including variables induced from secondary tables. These condi-
tions are described by a query that consists of conjunctive selectors. The query lan
guage of SubgroupMiner is described in (KIGsgen and May 2002) and isonly sum-
marized here referring to the main options of amultirelational subgroup language.

The first option determines which links (joins) between the various (spatial) ob-
ject classes are selected, i.e. which links are used to construct a (next) conjunctive
selector. SubgroupMiner exploits a predefined Relation Graph (Figure 1), that in
cludes the possible links and their details (which attributes and aggregations).

As a basic aggregation option, SubgroupMiner uses the existential quantifier, e.g.
the subgroup Wards.male=high and Rivers.type=primary is a condensed descri p-
tion of the set of wards with a high share of males and intersected by at least one
primary river.



A next option includes aggregate functions such as count, average, max, min
(Knobbe et a 2001). The subgroup Wards.area=large and Rivers.max(length)<I
describes wards with alarge area and only intersected by rivers with alimited length.

Another option includes variables to distinguish several objects of one class for
aplying a predicate on these objects, e.g. wards situated near two industrial
plants with special conditions (e.g. distance between two plants is small). Such
selections are typically included in ILP approaches such as Malerbaand Lisi (2001).

The type of refinement is another option. There are two possibilities how a fur-
ther thematic attribute can refine a subgroup. E.g. the wards intersected by at least
one primary river can be refined (introducing an additional conjunctive condition)
by wards intersected by at least one primary river and intersected by at least one
polluted river. Another refinement are wards intersected by at |east one primary
and polluted river. The type of refinement isimportant for aggregation functions.

Details on how these options are applied (e.g. which aggregation functions on
which variables, the number of objects to be distinguished and the predicate(s) to be
applied on the objects) are prespecified in the Relation Graph.

4 Applying Subgroup Mining to Deprivation Indices

After loading census, deprivation, and geographical data, an Oracle Spatial data
base holds atable for each census cross tabulation and each geographical layer. Asa
next preprocessing step, atool is used to select variables from the very many census
tables and to normalize them. Generally we select variables from the margins of the
cross tabulations and not so often the inner cells (e.g. for cross table 1: total Chi-
nese persons and not Chinese unemployed males). Especially for cross tabulations
with very deep classifications, the cells are correlated providing (too much) redun-
dancy. Normalization is necessary to adjust the different sizes of wards, thus not the
number of Chinese persons, but the number of Chinese persons divided by the total
number of persons is included in the resulting ward table. Several normalization
options can often be useful, e.g. unemployed males wrt males or total persons. The
selection and normalization tool will typically be used many times during an analysis
process to include additional variables or to modify normal i zations.

With this preprocessing step performed, we can analyse a target table including
numerical variables derived from the census (shares such as white personsin award
related to all residents) and join the target table with geographic layers. Selectors of
subgroup descriptions (section 3) need discretizations for numerical variables. Sub-
group Miner can automatically discretize the numerical variables during an analysis
or rely on predefined discretizations. We at first use the simplest automatic option
that generates only two selectors for a numerical variable, e.g. Wards.males=high
and Ward.males=low comparing the percentage of males in a ward to the average
percentage over al wards.

In afirst experiment, we select carstairsidx as target variable and include all se-
lected census variables as well as the other deprivation variables into search to build
subgroups. The target variable is numeric and the system uses the mean pattern as a



default. Thus subgroups are searched for which the mean of the target variable is
significantly higher than the total mean (over al wards). The found subgroup
low_social=high and married=low and unempl_male=high (subset of wardswith
above average value of low_socia and below average value of percentage of married
persons and above average value of unempl_male) has e.g. an average value for the
Carstairsindex of 6,24 compared to the overall average of 0,94.
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Figure 2: Subgroups with high Carstairsindex (all selected census attributes included)

The found subgroups (shown in Figure 2) are ordered by clusters after applying a
clustering option (complete linkage method, similarity measure for pair of sub-
groups based on their overlapping). Five clusters and five remaining single element
clusters (999) have been identified. The first cluster includes subgroups with re-
finements of low_social=high and the second cluster subgroups with no-
car_household= high. The third and fourth cluster include subgroups with un-
empl_males=high (third cluster consists of refinements of fourth cluster). These
clusters fairly well repr oduce the definition of the Carstairs index (compare section
2). The fourth variable included in the definition of the Carstairs index (overcrowd
ing) occurs in two single element clusters. The results also show the high correl a
tion between the four deprivation indices.



This first experiment has been performed to check the validity of subgroup re-
sults. Although some very simple default options have been used such as discretiza
tion by average value and mean pattern for ordinal target variable (compare section
2), the results reproduce the definition of the target variable (similar results are
found for the negative index, i.e. subgroups with a significantly low average value of
the index). More detailed subgroup analyses (not shown here) study the relative
importance of the contributing variables of the indices (an index is constructed as a
weighted sum of not independent variables that strongly correlate). Other analyses
compare the four deprivation indices (e.g. subgroups with adifference of indices).

Since the distribution of many census variables is very skew for the wards, we
next apply a more profound discretization based on clustering. Then dense discreti-
zation intervals are constructed. When there are e.g. very many small values of a
variable and some middle and afew high values, two or three homogeneous intervals
are identified based on optimizing the boundary points where e.g. the first interval
includes all the small values. This clustering method can especially exclude variables
that are not useful to build subgroups (e.g. one cluster includes nearly all values due
to the extremely skew distribution of the variable).
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Figure 3: Subgroups dependent of high Carstairs index



Further we exclude all variables that are included in the definition of the Carstairs
index from search and also the other deprivation indices. To avoid problems of the
mean pattern with only ordinally scaled target variables, we select as target variable
the binary variable carstairsidx=high (high interval identified with discretization).

Seven subgroup clusters and some single subgroups are identified by the subgroup
clustering method (Figure 3). To reduce these results, a redundancy elimination
algorithm is run suppressing subgroups that are conditionallly independent of the
target group given another subgroup. This Bayesian Network based causdlity g
proach (Kl6sgen 2002) suppresses 24 of the 40 subgroups resulting in the following
“causal” subgroups (in the ordering of Figure 3).

Causal Subgroups 5 7 13 14 23 25 27 28 30 31 33 34 36 37 33 40

A summary of the main “causa” factors (including the dual problem: wards with
low Carstairsindex) isshownin Table 4.

Vaigble Cate- | Subgroup | TargetRate T in Subgroup | TargetRate T in Subgroup
gory | Sze T = High Carstairsindex T = Low Carstairs index
(14 % of al wards) (52 % of all wards)
lone parent high | 11% 82%
low [ 50% 86 %
age0-4 high [ 19% 50 %
low [ 35% 87 %
unskilled high [ 16 % 53%
low [ 45% 84 %
long term illness high | 2% 2%
low [ 34% N0 %
partly-skilled high [ 15% 49 %
low [ 43% 89 %
married low |17% 1%
high [ 46 % 91 %
managerial_technica [ low | 4% 31 %
age6-29 low [ 34% 88 %
cohabit low [ 41% 5%

Table4: Mainsinglefactorscausing high/low Carstairsindex

Underpriviledged wards (e.g. high Carstairsindex defined by a combined high rate
of unemployed males, low social status, overcrowded households, households with
no car) tend to be populated by lone parents, families with young children, unskilled
and partly skilled persons, long termill persons, unmarried persons. The dual prop-
erties characterize priviledged wards. Since data are only given as aggregates thus
characterizing wards and not individual persons, it can not be concluded that these
subgroups (e.g. lone parents or unmarried persons) hold the Carstairs properties on
theindividual level. Lone parents have not necessarily alow socia status, but tend to
live in areas with a high rate of persons with alow social status. Using alower aggre-
gation level (enumeration units or the still more homogeneous output areas) will
increase the possibility to infer individual hypotheses. Discussing these problems of
aggregate data analysis are beyond the scope of this paper.



Next we analyse the dependence of the Carstairs index of the spatial objects. We
include all line objects listed in Table 2 and two thematic attributes for each spatial
object class (featcode represents subtypes and length is a numerical attribute hol ¢
ing the length of the line object). Table 5 summarizesthe resuilts.

Subgroupswith high average Carstairsindex | Quality Support | Carstairs
overall carstairsaveragefor all wards=0.94 (significance) | (wards#) | Average
DISTRICT.DISTRICT_ID=6 6.23 36 5.32
DISTRICT.DISTRICT_ID=22 3.99 35 3.79
DISTRICT.LENGTH=high 3.48 174 1.97
DISTRICT.ALL 3.16 240 1.71
COUNTY.COUNTY_ID=5 4.38 12 6.34
RIVER.ALL 3.26 857 1.13
MNR_RD4U.ALL 1.22 734 1.05
PARK .PARK_|D=2 1.20 76 1.51
Subgroupswith low aver age Car stairsindex

WOOD.LENGTH=high 6.20 215 -0.67
WOOD.FEAT=inner limit 5.90 48 -2.62
WOOD.ALL 5.74 344 -0.13
WATERLENGTH=high 6.06 128 -1.20
WATER.ALL 4.70 263 -0.12
WATER.FEAT=inner limit 2.23 6 -2.95
PRIMROAD .FEAT=dual carriageway, over other feature 5.14 44 -2.31
PRIMROAD.FEAT= dual carriageway 4.74 152 -0.58
RIVER.FEAT=secondary, source 4.99 301 -0.09
RIVER.FEAT=secondary,middle 4.81 160 -0.55
RIVER.FEAT=primary,lower 2.80 35 -1.05
RIVER.FEAT= primary,source 2.33 45 -0.51
MOTORWAY.LENGTH=low 4.77 145 -0.66
MOTORWAY .ALL 4.60 210 -0.27
MOTORWAY .FEAT=over other feature 4.35 125 -0.62
RAILWAY.FEAT=standard gauge, over other feature 4.68 248 -0.16
RAILWAY .FEAT=tunnel 4,09 34 -2.02
B_ROAD .FEAT=single carriageway, over other feature 4.24 162 -0.36
MNR_RD40 .FEAT=over other feature 412 220 -0,11
URBAREAL .LENGTH=low 4,07 247 -0,02
URBAREAL.FEAT=large, inner limit 2,99 79 -0,44
NATIONAL .ALL 3.94 21 -2,71
CANAL.FEAT=over other feature 3,77 38 -1,63
CANAL.LENGTH=high 2,86 141 -0,01
COUNTY.LENGTH=low 3,65 87 -0,66
COUNTY.COUNTY_ID=31 3,02 8 -3,62
PARK.PARK_I1D=1 3,54 26 -1,99
DISTRICT.DISTRICT.ID=2 3,47 22 -2,19
MNR_RDA4U.FEAT=over other feature 3,47 134 -0,25
A_ROAD .FEAT=single carriageway, over other feature 3,13 105 -0,29
A_ROAD.FEAT=dua carriageway 2,41 102 -0,02

Table5: Spatia Subgroupswith high/ low average Carstairs index

(Underprivilidged) wards with a high Carstairs index are situated near (large) dis-
trict boundaries or boundaries of special single districts or counties, near rivers, and




near main roads under 4 m wide. However, wards situated near the source or middle
part of a secondary river or near the source or lower part of a primary river have a
low Carstairs index. Also main roads under 4 m wide with this feature dominating
another feaure (over other) have alow Carstairsindex.

There are more spatial characteristics for wards with a low Carstairs index
(privilidged wards). They are e.g. located near woods (especially large woods or
inner areas of woods), near waters (especially large waters or inner areas), near dual
carriageway primeroads, motorways, tunnels of railways, inner parts of large urban
areas, national boundaries, long canals.

The way these data mining results are presented to the user is essential for their
gopropriate interpretation. We use a combination of cartographic and non
cartographic displays linked together through simultaneous dynamic highlighting of
the correspording parts.

T T

Fig. 5. Wards satisfying the subgroup description C (lone_parent=high) are highlighted with a
thicker black line. Wards also satisfying the target (high Carstairs index) arein alighter color.

The user navigates in the list of subgroups (Fig. 3), which are dynamicaly high
lighted in the map window (Fig. 5). As mapping tool, the the CommonGIS system
[Andrienko and Andrienko 1999] is integrated, whose strengths lie in the dynamic
manipulation of spatial statistical data.

The application has been devel oped within the IST-SPIN!-project, that integrates a
vaiety of spatial analysis tools into a spatial data mining platform based on Enter-



prise JavaBeans[May and Savinov 2001]. Besides Subgroup Mining these are Spatia
Association Rules [Malerba and Lisi 2001], Bayesian Markov Chain Monte Carlo
and the Geographical Analysis Machine GAM [Openshaw et a. 1999]. Data are pro-
vided by the partners Manchester University and Metropolitan University.

Conclusion and Future Work

Two-layer database integration of multirelational subgroup-mining search strategies
has proven as an efficient and easy portable architecture. Scalability of subgroup
mining for large datasets has been realized for single relational and multi-relational
aoplications with a not complex relation graph. The complexity of a multirelational
goplication mainly depends of the number of links, the number of secondary attrib-
utes to be selected, the depth of the relation graph, and the aggregation operations.
Scalability is aso a problem, when several tables arevery large. Some spatial predi-
cates are expensive to calculate. Then sometimes a grid for approximate (quick)
spatial operations can be selected that is sufficiently accurate for data mining pur-
poses. When severa large tables are spatially joined, it is advantageous to precalcu-
late the spatial operaions. We are currently investigating options to combine static
and dynamic links; links can e.g. be declared as static in the relation graph definition.
The specification of textual link conditions and predicates in the relation graph that
are then embedded into a complex SQL query has proven as a powerful tool to con-
struct multirelational spatial applications. While the analyses of deprivation indices
described in this paper treat very general problems with fairly obvious results, a
more detailed study on the differences and problems of the various indices is per-
formed as a pilot application within the SPIN! Project.
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Abstract. In this paper we propose a method for the discovery of spatial

association rules, that is, association rules involving spatia relations among
(spatial) objects. The method is based on a multi-relational data mining
approach and takes advantages of the representation and reasoning techniques
developed in the field of Inductive Logic Programming (ILP). In particular, the
expressive power of predicate logic is profitably used to represent spatia

relations and background knowledge (such as spatial hierarchies and rules for
spatial qualitative reasoning) in a very elegant, natural way. The integration of
computational logics with efficient spatial database indexing and querying
procedures permits applications that cannot be tackled by traditional statistical
techniquesin spatial data analysis. The proposed method has been implemented
in the ILP system SPADA (Spatial Pattern Discovery Algorithm). We report
the preliminary results on the application of SPADA to Stockport census data.

1 Introduction

Censuses make a huge variety of general statistical information on society available to
both researchers and the general public. Population and economic census information
is of great value in planning public services (education, funds allocation, public
transportation) as well as in private businesses (locating new factories, shopping
malls, or banks, aswell as marketing particular products).

The application of data mining techniques to census data, and more generally, to
official data, has great potential in supporting good public policy and in underpinning
the effective functioning of a democratic society [22]. Nevertheless, it is not
straightforward and requires challenging methodological research, which is till in the
initial stage.

One of the research issues related to mining census data is geo-referenciation. The
practice of attaching socio-economic data to specific locations has increasingly spread
over the last few decades. In the UK, for instance, household expenditure data are
provided for each enumeration district (ED), the smallest areal unit for which census
data are published. At the same time, vectorized boundaries of the 1991 census EDs



enable the investigation of socio-economic phenomena in association with te
geographical location of EDs. These advances cause a growing demand for more
powerful data analysis techniques that can link population data to their spatial
distribution.

Spatial data mining methods and techniques have been proposed for the
extraction of implicit knowledge, spatial relations, or other patterns not explicitly
stored in spatial databases [13]. In this paper we focus our attention on the specific
task of discovering spatial association rules, that is, association rules involving
spatial objects and relations.

The problem has aready been tackled by [12], who implemented the module Geo-
associator of the spatial data mining system GeoMiner [10]. This method, however,
suffers from severe limitations due to the restrictive data representation formalism,
known as single-table assumption. More specifically, it is assumed that data to be
mined are represented in a single table (or relation) of arelational database, such that
each row (or tuple) represents an independent unit of the sample population and
columns correspond to properties of units.

In spatial data mining applications this assumption turns out to be a great limitation.
Indeed, different geographical objects may have different properties, which can be
properly modeled by as many data tables as the number of object types. In addition,
attributes of the neighbors of some spatial object of interest may influence the object
itself, hence the need for representing object interactions. From a database
perspective, this means that two relations are required, one for the reference EDs, that
is, the EDs whose socio-economical factors are the subject of investigation, and one
for the neighboring EDs, which are considered task relevant, because they are
spatially adjacent to some reference EDs.

The recently promoted relational approach to data mining [6], looks for patterns
that involve multiple relations of a relational database. Thus data taken as input by
these approaches typically consists of several tables and not just a single one, as is
the case in most existing data mining approaches. Patterns found by these approaches
are called relational and are typically stated in a more expressive language than
patterns defined in asingle data table.

Thefollowing isan example of arelational association rule:

mal e-ful | -time-empl oyee%(X,low) U male-part-time-empl oyee%(X,low) U

neighbor (X,Y) U comm-activities(Y,high) ® male-self-employed%(X,high)

(32%,70%)
which states that in 70% of the cases, the low percentage of full-time and part-time
male employees in some reference ED X, adjacent to another task relevant ED Y, with
many commercial activities, implies a high percentage of self-employed malesin X. The
relationa pattern

mal e-full-time-empl oyee%o(X,low) U male-part-time-empl oyee%(X,low) U

neighbor(X,Y) U comm-activities(Y,high) U male-self-employed%(X,high)
occursin 32% of reference EDs.

It is noteworthy that in this example, and more generally in relational association
rules, the items are first-order logic atoms, that is, n-ary predicates applied to n terms.



In this example terms can be either variables, such as X and Y, or constants, such as
low or high. In other words, subsets of first-order logic, whichisalso called predicate
calculus or relational logic, are used to express relational patterns and relational
association rules.

Considering this strong link with logics, it is not surprising that many algorithms for
multi-relational data mining originate from the field of inductive logic programming
(ILP) [19, 5, 14, 20]. Extending a single table data mining algorithm to arelational oneis
not trivial. Efficiency is also very important, as even testing a given relational pattern
for validity is often computationally expensive. Moreover, for relational pattern
languages, the number of possible patterns can be very large and it becomes
necessary to limit their space by providing explicit constraints (declarative bias).

However, mining spatial association rules is a more complex task than mining
relational association rules, whose solutions have already been reported in the
literature [4]. Two further degrees of complexity are:

1. theimplicit definition of spatial relations and
2. the granularity of the spatial objects.

The former is due to the fact that the location and the extension of spatial objects
implicitly defines spatial relations such as topological, distance and direction
relations. Therefore, complex data transformation processes are required to make
spatial relations explicit (see the application of machine learning techniques to
topographic map interpretation [16]).

The latter refersto the fact that spatial objects can be described at multiple levels of
granularity. For instance, UK census data can be geo-referenced with respect to the
following hierarchy:

ED® Ward® District ® County
based on the inside relationship between locations. Interesting rules are more likely to
be discovered at low granularity levels (ED and ward) than at the county level. On the
other hand, large support is more likely to exist at higher granularity levels (District
and County) rather than at low levels.

In the next section, a new algorithm for mining spatial association rulesis reported.
The agorithm, named SPADA (Spatial Pattern Discovery Algorithm), is based on an
ILP approach to relational data mining and permits the extraction of multi-level
association rules, that is, association rules involving spatial objects at different
granularity levels. SPADA has been implemented in Sictus Prolog and is interfaced to
an Oracle8i™ database, empowered by an Oracle Spatial cartridge, which enables
spatial datato be stored, accessed, and analyzed quickly and efficiently. The system
aso performs the appropriate data transformation by extracting spatial features
(FEATEX module) and by discretizing numerical attributes (RUDE modul€). The
application of SPADA to two data mining tasks involving UK census data is reported
in Section 3.

2 Mining spatial association ruleswith SPADA

The discovery of spatial association rulesis adescriptive mining task aiming to detect
associations between reference objects and some task-relevant objects. The former
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Fig. 1. Two spatial hierarchies and their association to three granularity levels (1).

are the main subject of the description, while the latter are spatial objects that are
relevant for the task in hand and are spatially related to the former. For instance, we
may be interested in describing a given area by finding associations between large
towns (reference objects) and spatial objects in the road network, hydrography, and
administrative boundary layers (task-relevant objects). The following is an example of
spatial association rule that can be generated:

is_a(X,large_town) U intersects(X,Y) U is_a(Y,road) ®

intersects(X,2) Uis a(Z, road) U 2t Y (91%, 85%).

It states that “If a large town X intersects a road Y, then X intersects a road Z
distinct from'Y with 91% support and 100% confidence”.

Since some kind of taxonomic knowledge on task-relevant objects may also be
taken into account to obtain descriptions at different granularity levels (multiple-level
association rules), finer-grained answers to the above query are also expected, such
as:

is_a(X,large_town) U intersects(X,Y) Uis_a(Y,regional_road) ®

intersects(X,Z) Uis_a(Z, main_trunk_road) Uz Y (45%, 90%)
which provides more insight nto the nature of the task relevant objects Y and Z,
according to the spatial hierarchy reported in Fig. 1. It is noteworthy that the support
and the confidence of the last rule changed. Generally, the lower the granularity level,
the lower the support of association rules. Therefore, we follow Han and Fu’s [9]
proposal to use different thresholds of support and confidence for different
granularity levels.

The problem of mining association rules can be formally stated as follows:

Given
aspatial database (SDB),
a set of reference objects S,
some sets Ry, 1EkEm, of task-relevant objects
some spatial hierarchiesHy involving objectsin Ry
M granularity levels in the descriptions (1 is the highest while M is the lowest)
(seeFig. 1)
a set of granularity assignments y, which associate each object in H, with a
granularity level
adomain specific knowledge DK
adeclarative biasDC



a couple of thresholdsminsup[l] and minconf{l] for each granularity level
Find strong multi-level spatial association rules.

An ILP approach to mining spatial association rules has already been reported in
[17]. Representation problems, and algorithmic issues related to the application of our
logic-based computational method are discussed in the next two sub-sections.

2.1 Therepresentation

The basic idea in our proposal is that a spatial database boils down to a deductive
relational database (DDB) once the spatial relationships between reference objects and
task-relevant objects have been extracted. The expressive power of first-order logicin
databases also allows us to specify background knowledge (BK), such as spatial
hierarchies and domain specific knowledge expressed as sets of rules, which are
stored in the intensional part of the DDB and can support, amongst other things,
spatial qualitative reasoning.

Henceforth, we denote the DDB in hand D(S) to mean that it is obtained by adding
the spatial relations extracted from SDB regarding the set of reference objects Sto the
previously supplied BK. The ground facts in D(S) can be gouped into distinct
subsets: Each group, uniquely identified by the corresponding reference objectsl S, is
called spatial observation and denoted O[g]. It isgiven by:

O[s] = O[sis] E {O[r |s]|aspatial relationq (s,r) exists in D(S) }

It contains not only spatial relations between sand some task-relevant object rl R,
but also spatial relations between r and some sii S. It is noteworthy that a spatial
observation refers to one and only one reference object sl S. The unique reference
object associated to a spatial observation allows us to define the support and the
confidence of aspatial association rule (see definition below).

Let A={a,, a,, ..., a} beaset of atomswhose terms are either variables or constants
(Datalog atoms [2]). Predicate symbols used for A are all those permitted by the user-
specified declarative bias, while the constants are only those defined in DDB.
Conjunctions of atoms on A are called atomsets [3] like the itemsets in classical
association rules. In our framework, alanguage of patternsL[I] at the granularity level
| is aset of well-formed atomsets generated on A. Necessary conditions for an atomset
PtobeinL[l] arethe presence of the key atomdefining areference objectwat level I,
the linkedness [11], and safety. To a pattern P we assign an existentially quantified
conjunctive formulaeqc(P) obtained by turning P into a Datalog query.

Definition A pattern P covers an observation O[s] if eqc(P) is true in O[s|E BK.

Definition Let O be the set of spatial observationsinD(S) and O denote the subset of
O containing the spatial observations covered by the pattern P. The support of P is
defined ass(P) =|Op |/ |O].

Definition A spatial association rule in D(S) at the granularity level | isan implication

of theform
P® Q (s%, c%)



where PEQI L[I], PCQ=/, P includes the key atom and at least one spatial
relationship isin PE Q. The percentages s% and c% are respectively called the support
and the confidence of the rule, meaning that s% of spatial observations in D(S) is
covered by PEQ and c¢% of spatial observations in D(S) that are covered by P is also
covered by PEQ.

Definition The support and the confidence of a spatial association rule P® Q are
given by s=s(PEQ) andc =] (QP) =s(PER) / s(P).

In multi-level association rule mining, an ancestor relation between two patterns at
different granularity levels PL[I] and PT L[I7, I<I', exists if and only if P' can be
obtained from P by replacing each spatial object hi H, at granularity level 1=y (h) with
aspatial objecth' < hin H,, which is associated withthe granularity level I'=y (h").

The frequency of a pattern depends on the granularity level of task-relevant spatial
objects.

Definition Let minsup[l] and minconf[l] be two thresholds setting the minimum
support and the minimum confidence respectively at granularity level |. A patternP is
large (or frequent) at level | if s(P)2 minsup[l] and all ancestors of P with respect to the
hierarchies H, are large at their corresponding levels. The confidence of a spatial

association rule P® Qs high at level | if j (Q|P)® minconf[l]. A spatial association rule
P® Qisstrong at level | if PEQislarge and the confidence is high at level |.

2.2 Method

Thetask of mining spatial association rulesitself can be split into two sub-subtasks:
1. Find large (or frequent) spatial patterns;
2. Generate highly-confident spatial association rules.

Algorithm design for frequent pattern discovery has turned out to be a popular
topic in data mining. The blueprint for most algorithms proposed in the literature is the
levelwise method [18], which is based on a breadth-first search in the lattice spanned
by a generality order 3 between patterns. The space is searched one level at atime,
starting from the most general patterns and iterating between the candidate generation
and candidate evaluation phases. The agorithm SPADA implements the afore-
mentioned levelwise method.

The pattern space is structured according to the g-subsumption [21]. Many ILP
systems adopt g-subsumption as the generality order for clause spaces. In this context
we need to adapt the framework to the case of atomsets. More precisely, the restriction
of g-subsumption to Datalog queries (i.e. existentially quantified conjunctions of
Datalog atons) is of particular interest.

Definition Let Q; and Q, be two queries. Then Q, g-subsumes Q, if and only if there
exists a substitution g such that Q, E Q..

We can now introduce the generality order adopted in SPADA.

Definition Let P, and P, be two patterns. Then P, is more general than P, under g-
subsumption, denoted asP; 3, P,, if and only if P,g-subsumes P;.



It is noteworthy that 3, on patterns represented as Datalog queries is monotone
with respect to support, which isthe criterion for candidate evaluation in SPADA. The
quasi-ordered set spanned by 2, can be searched by a refinement operator, namely a
function which computes a set of refinements of a pattern. In particular, we need a
refinement operator under g-subsumption that enables the bottomup search of the
pattern space from the most specific to the most general patterns.

Definition Let <G, 3, be a pattern space ordered according to 3, An upward
refinement operator under g-subsumption is a function r such that
r(PI{Q[Q3%,P}.

Such a refinement operator drives the search towards patterns with decreasing
support, therefore all refinements r (P) of an infrequent pattern P are infrequent. This
is the first-order counterpart of one of the properties holding in the family of the
Apriori-likeadgorithms[1], on which the pruning criterion is based.

For each granularity level {), SPADA generates and evaluates candidates by
searching the pattern space. The candidate generation phase consists of arefinement
step followed by a pruning step. The former applies the refinement operator under g-
subsumption to patterns previously found to be frequent by preserving the property
of linkedness [11]. The latter mainly involves verifying that candidate patterns do not
g-subsume any infrequent pattern. Further pruning criteria have been implemented in
SPADA. In particular, the system checks that candidates are not al phabetic variants of
previously discovered patterns. The complexity of this test is O(n?), where n is the
number of atoms in the two patternsto be compared. The candidate evaluation phase
is performed by comparing the support of the candidate pattern with the minimum
support threshold set for the level being explored. If the pattern turns out not to be a
large one, itisrejected.

2.3 Integrating SPADA with other software components

The application of the ILP approach to spatial databases is made possible by a middle-
layer module for feature extraction, as shown in Fig. 2. This layer is essential to cope
with one of the main issues of spatial data mining, namely the requirement of complex
datatransformation processes to make spatial relations explicit.
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Fig. 2. Integration of SPADA with other software modules which support spatial feature
extraction (FEATEX) and discretization of numerical features (RUDE). Additional input to
SPADA, such as declarative bias and background knowledge, is directly provided by the user.




This function is partially supported by the spatial database (SDB), which offers
spatial data types in its data model and query language and supports them in its
implementation, providing at least spatial indexing and efficient algorithms for spatial
join [8]. Thus spatial databases supply an adequate representation of both single
objects and spatially related collections of objects. In particular, the abstraction
primitives for spatial objects are point, line and region. Among the operations defined
on spatial objects, spatial relationships are the most important because they make it
possible, e.g., to ask for all objects in a given relationship with a query object. The
Oracle Spatial cartridge implements the 9-intersection model [7] to support the
computation of some topological relations.

Many spatial features (relations and attributes) can be extracted from spatial objects
stored in SDB. They can be categorized as follows:

1. geometric, that is, based on the principles of Euclidean geometry;

2. directional, that is, regarding relative spatial orientation in 2 or 3D;

3. topological, that is, binary relations that preserve themselves under topological
transformations such as translation, rotation, and scaling;

4. hybrid, that is, features which merge properties of two or more of the previous three
categories.

This variety requires the development of a feature extractor module, named
FEATEX, which aso enables the coupling of SPADA with the SDB. FEATEX is
implemented as an Oracle package of procedures and functions implemented in the PL-
SQL language. In this way, it is possible to formulate complex SQL queries involving
both spatial and aspatial data (e.g., census data). The set of spatial features that can
be extracted by this moduleisreported in Table 1.

Table 1. Spatial features extracted by the feature extractor module.

Feature Meaning Type Values
Parallelism relation Hybrid
almost_pardlel(Y, Z .
most_parallel(Y, 2) betweenY and Z relation {true, falsg
. Perpendicularity relation Hybrid
almost dicular(Y,Z .
most_perpendicular(Y,Z) Y and Z relation {true, falsg
. Hybrid
density(Y, Z .
ensity(Y, Z) AREA(Y)/AREA(Z) relation Red
o N {north, east,
ety | Sovesiend | O | o s,
) north_east}
distance(Y,2) Distance between Y and Z Geomgtrlcal Red
relation
. Aspatia
layer_name(Y
ayer_name(Y) Object Y type attribute Layer name
. . Geometrical {Straight,
line_shape(Y
ine_shape(Y) Object ¥ shape attribute curvilinear}
relate(Y,2) Topological Relation Topo!oglcal Type of -
between 'Y and Z attribute topological relation




Since SPADA, like many other association rule mining algorithms, cannot process
numerical data properly, it is necessary to perform a discretization of numerical
features with a relatively large domain. For this purpose we have implemented the
relative unsupervised discretization algorithm RUDE [15] which proves to be suitable
for dealing with numerical datain the context of association rule mining. At the end of
al this data processing, query results are stored in temporary database tables. An ad-
hoc PL-SQL function transforms these tuplesinto ground Datal og facts of D(S).

3 Application to Stockport census data

In the context of the SPIN! project we investigated the application of spatial data
mining techniques to some issues reported in the Unitary Development Plans (UDP) of
Stockport, one of the ten Metropolitan Districts of Greater Manchester, UK.

3.1 Thedata

Spatial analysis is made possible by the use of the Ordnance Survey’ s digital maps of
the district, where several interesting layers are available, namely ED/ward/district
boundaries, roads, bus priority lines, and so on. In particular, Stockport is divided into
twenty-two wards for atotal of 589 EDs. By joining UK 1991 census data available at
the ED summarization level with ED spatial objects it is possible to investigate socio-
economic issues from a spatial viewpoint. In total 89 tables, each having 120 attributes
on average, have been made available for policy analysis. Census attributes provide
statistics on the population (resident at the census time, ethnic group, age, marital
status, economic position, and so on), on the households in each ED (number of
households with n children, number of households with n economically inactive
people, number of households with two cars, and so on) as well as on some services
availablein each ED (e.g., number of schools).

For the application of our spatial association rule mining method we have focused
our attention on transportation planning, which is one of the key issuesin UDP.

3.2 Characterizing the area crossed by the M 63 motorway

One of the problems is a decision-making process concerning the M63 motorway.
More precisely, we are asked to describe the area of Stockport served by the M63 (i.e.
the wards of Brinnington, Cheadle, Edgeley, Heaton Mersey, South Reddish) from the
sociological viewpoint, in order to provide some hints for transport planners. The data
considered in this analysis concerns census statistics on commuters. The description
of the area is expressed by some spatial association rules at two levels of granularity.
A hierarchy for the Stockport ED layer has been obtained by grouping EDs on the
basis of the ward they belong to (see Fig. 3) and expressed as Datalog factsin BK.
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Fig. 3. Anis-ahierarchy for the Stockport ED layer

Spatial association rules should relate EDs crossed by the M63 (reference objects)
to EDs in the area served by the M63 (task relevant objects). The relations of
intersection (EDs-motorways) and adjacency (EDs-EDs) have been extracted for the
area of interest and transformed into Datalog facts of D(S). The following census
attributes have selected for this experiment:

s820161, persons who work outside the district of usual residence and drive to
work;

$820213, employees and sdf-employed workers who reside in households with 3
or more cars and drive to work;

s820221, employees and self-employed workers who reside in households with 3
or more cars and work outside the district of usual residence.

Since they refer to residents aged 16 and over, they have been normalized with
respect to the total number of residents aged 16 and over (s820001). Moreover, they
have been discretized by RUDE, since they are all numeric (more precisely, integer
valued). At the end of this transformation process, each ED is described by three
ground atoms in D(S), namely dr_out(X, [a..b]), cars3_dr(X, [a..b]), cars3_out(X, [a..h]),
where X denotes an ED, while[a..b] is one of the intervals returned by RUDE.

The key atom defining the reference objects n Sis ed_on_M63(X), which is
intensionally defined in the BK by means of the following rule:

ed_on_M63(X) :- intersect(X, m63).

The BK aso includes the declarative specification of some rules for spatial
qualitative reasoning, namely

can_reach(X, Y) :- intersect(X, m63), intersect(Y, m63), Y\=X.

close_to(X, Y) :- adjacent_to(X, Z), adjacent_to(Z, Y), Y\=X.

Finaly, the following thresholds for support and confidence were defined:
min_sup[1]=0.7 and min_conf[1]=0.9 at the first level, and min_sup[2]=0.5 and
min_conf[2]=0.8 at the second level.

SPADA was run on the D(S) obtained. The runtime was 331 secs for association
rules at granularity level 1, and 310 secs for level 2 (data refers to a PC Pentium 111
1GHz with 256 Mb RAM).

Initialy, the system returned 12,925 frequent patterns out of 74,338 candidate
patterns, for atotal of 12,466 strong rules. By analyzing them we observed that some
were actually useless, since they did not relate spatial data to census data. In other
words, some association rules were pure spatial patterns, such as the following:

ed_on _M63(X) , can_reach(X,Y) = is_a(Y,ward on_m63 ED) (90.0%, 100.0%)



which states that if an ED (YY) in the area served by the M63 can be reached from an ED
crossed by the M63, then that ED is certainly (100% confidence) an ED of a ward
crossed by the M63. Despite the high support and confidence, this pure spatial
patternis of no interest for transport planners.

In asecond run, we decided to declare a bias for patterns containing at least one of
the census attributes dr_out(X, [a..b]), cars3_dr(X, [a..b]) and cars3_out(X, [a..b]). The
system generated 10,513 strong association rules in 1520 secs (time increased because
of constraint checking for each generated pattern). Some of them have a very high
support and confidence and provide the expert with some hints on the habits of
commuters, such as the following association rule discovered at level 2:

(rule 27) ed_on_M63(X), close_to(X,Y), is_a(Y,Bedgeley ED) >

cars3_out(X,[0.0..0.037]) , cars3_dr(X,[0.0..0.037])  (100%,100%)

which states that “if an ED crossed by the M63 (X) is close to another ED of the ward
of Bedgeley (Y), then in that ED the percentage of people living in households with 3
or more cars and going/driving out of the district to work isvery low (lessthan 4%)”.
It is important to point out that this is simply an association and does not define any
kind of cause-effect relationship between the place where people live and their social
habits. Another interesting spatial association rule at the same granularity level isthe
following:

(rule 177) ed_on_M63(X), can_reach(X,Y) ® is a(Y,heaton_mersey ED),

dr_out(Y,[0.2857..0.4782]) , cars3_out(Y,[0.0..0,037])  (80.0%,88.88%)
which states that “if an ED Y in the M63 area can be reached from another one crossed
by the M63 motorway (X), then it isin the Heaton Mersey ward and has quite a high
percentage of people that drive to work but don’t live in households with 3 ore more
cars’.

Finally, we decided to constrain the search space further, by asking only for those
spatial patterns involving EDs where people have the same commuting habits. This
time SPADA found only 345 strong rules (79 for level 1 and 266 for level 2) in about
833 secs. The following is an example of association found by the system at the
granularity level 2:

(rule 76) ed_on_M63(A) ® can_reach(A,B), is_a(B,cheadle ED), can_reach(A,C),
Ci B, is a(C,edgeley ED), cars3_dr(C,[0.0..0.037]), cars3_dr(B,[0.0..0.037])

(90%, 90%)
which states that from an ED crossed by the M63 it is possible to reach (by the same
motorway) two EDs, one in Cheadle and one in Edgley, with the same low percentage
of people living in families with three or more cars and driving out of the district to
work.

3.3 Accessibility of the Stepping Hill Hospital
Another problem concerning transport planning is the accessibility of the Stepping

Hill Hospital in Stockport. To study this problem we decided to mine association rules
relating five EDs close to the Stepping Hill Hospital (task relevant objects) with EDs
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Fig. 4. Two spatial hierarchies defined for the mining task concerning the accessibility
of the Stepping Hill Hospital.

within a distance of 10 Km from the hospital (reference objects). The goal is that of
understanding which reference EDs have direct access to the task relevant EDs. To
define the accessibility we used the Ordnance Survey data on transport network
(roads and bus priority line). In the domain knowledge we defined a predicate
can_reach(X,Y) stating that ED Y can be reached from ED X if one of the two
following conditions hold:

1. Botharecrossed by the sameroad or bus priority line;

2. From X itispossibleto reach Z and from Z it ispossibletoreach Y (transitivity

property)

This is the only spatial relation used in the spatial association rules. Our
observation is that the accessibility of an area cannot be defined on the basis of the
transport network alone. Even though some roads connect a reference ED X with a
task relevant ED Y, people leaving in X might have problems to reach Y because they
do not drive. This means that sociological data available in the census data tables can
be profitably used to give an improved definition of accessibility. We selected four
attributes on the percentage of households with zero, one, two, and three or more cars,
we discretized them with RUDE and generated the following four binary predicates for
SPADA: no_car, one_car, two_cars, three_more_cars. The first argument of the
predicate refersto an ED, while the second argument isan interval returned by RUDE.

In this task we have two spatial hierarchies mapped into three granularity levels
(Fig. 4). The declarative bias requiresthat the spatial association rules contain at least
one of the four predicates above. SPADA generated 63 rules in 12 secs. Two of the
rulesreturned by SPADA are the following:

ed_around_stepping_hill(A), can_reach(A,B), is_a(B,stepping_hill_ED) ®

two_cars(A,[9.0e-003..0.179])

(11.84%, 66.66%)
ed_around_stepping_hill(A), can_reach(A,B), is_a(B,stepping_hill_ED) ®
no_car(A,[0.266..0.653])

(13.15%, 74.07 %)
They state that if from an ED it is possible to reach the area of the Stepping Hill

Hospital, then the percentage of households without car can be between 26.6% and
65.3% while the percentage of households with two cars is between 9% and 17.9%.
These association rules are interesting for urban planners, since they relate data on
the transport network with data on sociological factors. In the future work, this task
will be more deeply investigated.



4 Conclusions

In the above application we have seen that some of the discovered rules actually
convey new knowledge, however the search for these “nuggets’ requires a lot of
tuning and efforts by the data analyst in order to constrain the search space properly
and discard most of the obvious or totally useless patterns hidden in the data. Thisis
typical of exploratory data analysis, and SPADA can be considered one of the most
advanced tools that data analysts currently use in their iterative knowledge discovery
process.

One of the main limitations of SPADA, which is also a problem of many other
relational data mining algorithms, is the requirement of some expertise in data and
knowledge engineering. Indeed, the user should know how data are organized in the
spatial database (e.g., layers and physical representation of objects), the semantics of
spatial relations that can be extracted from digital maps, the meaning of some
parameters used in the discretization process and in the generation of spatial
association rules, as well as the correct and most efficient way to specify the domain
knowledge and declarative bias. Finally, in future work, we will investigate some
“interestingess measures’ of rules for presentation purposes, so that the user can
browse the output XML file of spatial association rules as simply as possible.
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Abstract. Politicians, planners and social scientists have an increas-
ing need for tools clarifying the spatial distribution of relevant features.
Special interest is in what-if analyses: what would happen if we change
some features in a specific way. To predict future developments requires
a statistical model with inherent modelling uncertainty. In this paper
we investigate Bayesian models which on the one hand are able to repre-
sent complex relations between geo-referenced variables and on the other
hand estimate the inherent uncertainty in predictions. For solution the
models require Markov-Chain Monte Carlo techniques.

1 Introduction

Spatial interpolation and extrapolation is an essential feature of many Geo-
graphic Information Systems (GIS). It is a procedure for estimating values of a
variable at un-sampled locations. Based on Tobler’s Law of Geography, which
stipulates that observations close together in space are more likely to be similar
than those farther apart, these procedures try to separate spatial correlation
from random noise. They can, however, be divergent and lead to very different
results if the underlying structural assumptions are not fulfilled. As a conse-
quence, an understanding of the initial assumptions and methods used is key to
the spatial interpolation process.

Bayesian statistics offers a way to mitigate these problem. It describes the
uncertainties inherent in a statistical analysis by means of probability distri-
butions, which capture the degree of belief that a quantity is located in some
interval. This applies to observable quantities like the variables of interest as well
as to unobservable quantities as the parameters of models, and their structural
properties. During the last decade a number of new computation strategies have
been developed which allow the solution of large scale problems for very complex
models by means of stochastic simulation.

In this paper we describe the Bayesian variant of a flexible semi-parametric
model, a mizture of experts, which is able to represent a wide variety of complex
dependencies. It is composed of a series of localized component models called
experts, which cover local properties of the relation in question.

In the next chapter we will describe spatial data and their specific properties.
In chapter three we shortly describe classical statistical inference procedures like



least squares and in chapter four its Bayesian counterparts. Chapter five compiles
some ensemble methods which use collections of possible models to describe the
inherent variability or to get better predictions by forming a committee. Chapter
six describes the classical methods of spatial statistics, which mostly are derived
from linear least squares approaches. The last chapter is central to the paper as
it analyses different advanced nonlinear procedures and assesses their potential
in the spatial domain, especially in a Bayesian framework.

2 Bayesian Statistics

2.1 Basic Setup

Bayesian inference is the process of fitting a probability model to a set of data
and summarizing the result by a probability distribution on the parameters of
the model. In addition probability distributions on unobserved quantities such as
predictions for new observations may be derived. Assume we have independent

observations (21,X1),... , (2n,X,) of the inputs x; € R* and outputs z; € R. We
may arrange the observed inputs in the matrix X = X, ») = (x1,... ,X,)" and
the outputs in a vector z = z(,.1) = (21,...,2n)". Bayesian inference assumes

the existence of a joint distribution p(, z, X). We are especially interested in the
conditional distribution p(f,z|X) =p(8|X)p(z|0,X). Let the prior distribution
p(0) = p(81X) describe the information about the parameter 6 before the data
z is available.

Then Bayes’ rule yields the posterior density

_p6,2[X) _ p(6|X)p(z|6,X) _  p(0)p(z]6,X)
p(z|X) p(z]X) S p(8)p(z]6,X) db

which describes the distribution of parameters after X and z have been observed.
To make predictive inferences about an unknown observable and a new input
xo we calculate the prediction p(z|xq,6) for each 6 and xo and weight them
according to the posterior p(f|z, X) of parameters

p(6]z, X) (1)

p(z|x0, 2, X) :/p(z|x0,t9)p(0|z,X)d0 (2)

This gives us the complete distribution of z for a new input xq in the light of the
data z, X. We can evaluate any characteristics of this distribution, for instance
its expected value E(z|xqo,z,X), or a highest posterior density region which is
the smallest region covering the output with a prescribed probability, e.g. 90%.
It may — of course — no longer be contiguous but consist of a set of contiguous
subset.

2.2 Prediction and Markov Chain Monte Carlo

The predictive distribution for the output of interest conditional on the new
input x¢ and the observed data z, X was p(z|xo, 2z, X) = [ p(z|x0,0)p(0)z, X)db.



We may approximate the integral by a sum

N
1
p(zl%0,2, X) m- D plefxo,0;) 0~ p(B]z. X) 3)

=1

If the ; are independently generated according to the posterior then the sum
converges to the desired density by the law of large numbers. Subsequently we
may describe p(z|xg,z,X) by different features, e.g. expectation, variance or
posterior intervals.

The Metropolis-Hastings algorithm allows to generate a sample of parame-
ter values ; distributed according to the posterior density. This involves the
construction of a Markov chain 6(0),6(1), ... designed to be distributed accord-
ing to the posterior density p(6|z,X). If the chain is currently at 6 = 6(t), the
Metropolis-Hastings algorithm |Tie94| requires a proposal density q(6, ), which
is the conditional distribution of proposing a move from 6 to 6. The acceptance
probability is defined as

p(0lz.X) a(6.6) } @
p(flz, X) q(6.0)

With probability pacc(f, [9') the candidate 6 is accepted and the chain moves to
6(t+1) = 6. Otherwise the candidate is rejected and 6(t + 1) takes the old value
0. For the actual transition probability p(,6) := q(0,8)pacc(6,0) the detailed
balance condition holds for all 6,8

pacc(0,0~) = min {1,

p(9|Z,X) p(a,é) :p(§|z,X) p(é, 0) (5)

If the resulting Markov chain is aperiodic and irreducible (i.e. reaches all states
with positive probability) then its distribution converges to an invariant station-
ary limit distribution, which is just the posterior distribution p(6|z, X) [Tie94].

If we have several candidate models, where the number and the interpretation
of parameters is different, the approach cannot be used. [Gre95] has proposed an
MCMC-scheme for varying dimension problems, termed reversible jump MCMC.
When the current state is 6 and p(6|zX) is the target probability measure (the
posterior density) we consider a countable number of different moves m. Depend-
ing on the state § a move m and a destination § is proposed with ¢,,(6,6) as
joint distribution. g,,(6,6) may be a sub-probability measure, with probability
11—, J5am(8,0)df no move is attempted.

For the case that @ and § have the same dimension, the procedure reduces
to the Metropolis-Hastings algorithm (4). Now suppose that starting from 6
a move of type m is proposed that yields a higher-dimensional . This can be
implemented by drawing a vector u of continuous variables distributed according
to a known density p,,(u) independent of 6. It is required that the sum of the
dimensions of § and u is equal to the dimension of §. Then the new state ¢
is defined by an invertible deterministic function § = h,,(#,u). The reverse of



the move can be accomplished by using the inverse transformation, so that the
proposal is deterministic. Then we get the acceptance probability

O (1, 0) p(8]2,X) jum(0) )

(6)

paccm(aae) = min (1’ a(ll,a) ‘ * p(9|Z,X) Jm(e) pm(u)

Here jm(6) and j.,,(6) are the probabilities of selecting move m or its inverse in
states § and 6 respectively. [Gre95] shows that the detailed balance condition
5 holds and consequently the equilibrium distribution of the resulting Markov
chain is the posterior distribution p(6|z,X). Similar to the usual Metropolis-
Hastings formula 4 the densities have to be known only up to a factor, which
cancels out in 6.

The reversible jump algorithm is a major improvement in the Markov Chain
Monte Carlo approach. It allows to explore complete model classes instead of a
single model with a given structure. Note, however, that for the different classes
prior probabilities are required.

Instead of specifying all priors explicitly we may use mixtures between priors
of different shapes, so called hierarchical models [GCSR95, p.119], to introduce
the prior information in a less restrictive way. The final weighting of different
priors then is determined by the data.

3 Mixtures of Experts

Modular and hierarchical systems allow complex learning problems to be solved
by dividing the problem into a set of subproblems, each of which may be simpler
to solve than the original problem. In spatial statistics it is natural to assume
that the data can be well described by a collection of functions, each of which is
defined over a relatively local region of the input space. A modular architecture
can model such data by allocating different modules to different regions of the
space. Hierarchical architectures arise when we assume that the data are well
described by a multi-resolution model — a model in which regions are recursively
divided into subregions. An example is the decision tree model.

The learning algorithm simultaneously has to determine a partition of the
input space into regions as well as the local models (experts) within each re-
gion. The mizture of experts approach developed by [JJNH91] uses different
sub-models for partitioning (gating models) the input space as well as local
prediction (ezpert models). In contrast to the decision tree the regions are not
disjoint but there is a gradual change between regions. For each input point
the predictions of the different experts are computed and used with weights
determined by the gating network.

If we have m expert networks z = f;(x,6;), j = 1,...,m, we need a gating
network g(x, ¢) with one output w; = g;(x, ¢) for each expert network. To arrive
at normalized weights these outputs are transformed by the ’softmax’ function

o exnlgx0)
(5 0) = (@1, ) @
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Fig. 1. In a mixture of experts a gating model defines probabilities for the different
experts. The outputs of the expert models are weighted by these probabilities.

and the final output is the mixture of experts

2= 0i(x,0) fi(x,0;) +¢;  Eg;) =0 (8)

=1

We may use virtually any model as expert model as long as it fits to the data
(z,x). Note that for Bayesian analysis a complete specification of the related
distributions is required.

As an arbitrary number of experts may be combined we may use compu-
tationally simple models, whose combination may represent arbitrary complex
dependencies. Candidates for continuous z € R are

— constants z = ¢;. The gating network generates convex combinations of these
constants. .
— linear regression models z = >, | ;6; + ¢ with normal error £ ~ N(0,0?).

— quadratic or nonlinear regression models z = 3°°"; h;(6;) + & with normal
error € ~ N(0,0?) and fixed basis functions.

— Arbitrary generalized linear models [JPT97].
For discrete z € {1,...,r} we may use any Bayesian classifier, and — in

combination with the softmax function — arbitrary models with values in R.
Simple examples are



— linear logistic model f;(x,6) = exp (x'6;) />~ exp (x'6;)
— radial basis function models f;(x,60) = h;(x,0;,0;)/ > 2, hi(x,6;,01) with

hy(x,6,,00) =TT}, (2n0%) exp (=57 (2 — 6.,)°)

As gating network we may select any models g;(x, ¢) with outputs in R or
any ”probability model” a(x,¢) which generates a probability vector with m
components, i.e. classifier models.

3.1 Prior Distributions

The choice of priors for a model is an important one in Bayesian inference. Priors
embody the assumption about such aspects as the generative processes of the
data and form of the model. The priors on a model are typically placed either on
the structure (number of models) or the parameters of gate and expert models.
The parameters of the gate and expert models are assumed to be mutually inde-
pendent p(6, ¢) =p(0)p(¢). They may depend themselves on hyper-parameters,
which themselves may be varied during the MCMC analysis. For the mean of
radial basis functions as well as the means of regression models we use Normal
priors with diagonal covariance matrix

k 1 = 12
H (27p3) exp( 3,7 (05 — 041) > 9)

For the variance 0% we use a Gamma prior on the inverse variance 3 = 1/0>

ptog) = = (2) e (-2) (10

were 2/vdefines the prior sum of squared error that we might expect and 27
defines the prior number of observations that we might expect an expert to see.

3.2 Comparison to other Models

It is instructive to visualize the regions defined by different types of experts.
As shown in figure 2 logistic units exp (x'6;) put a "soft” threshold into the
input space where they change their value from 0 to 1. Combined with the
softmax function this results in mainly straight boundaries that partition the
input space. It is important that each unit affects the whole partition. On the
other hand radial basis function units h;(x,6;,0;) assign the region around the
mean value §; to the corresponding unit. This leads to a Voronoi tesselation of
the input space with linear boundaries between units, as long as the covariance
terms for all units are identical.

Earlier Mixture of experts approaches therefore used logistic gating models
but in a hierarchical fashion [JPT97], [Wat97]. In the bhighest layer two re-
gions were defined, which were recursively partitioned by other gates of lower



Fig. 2. Maximal probability of membership in a single region if the gates are logistic
(left) or radial basis functions (right).

regions. For the Bayesian analysis these hierarchical mixtures of experts have
a definite disadvantage: it is nearly impossible to change high-level gates in a
MCMC analysis as this means that the whole tree of gates has to be deleted and
rebuilt. Therefore Bayesian analyses tend to concentrate in a local minimum of
the posterior density.

If we use non-hierarchical radial basis functions gates the changes only affect
neighboring points. The MCMC algorithm can generate all plausible structures
and effectively explore the posterior density. Therefore we prefer radial basis
function units in our analysis.

There are a number of advanced statistical methods which may be applied to
spatial problems in a similar way like the mixture of experts. They may be used
in a semi-parametric fashion, i.e. they should be able to fit a wide set of functional
relations in a nearly automatic way. They all can be evaluated in the framework
of Bayesian statistics. This allows the flexible introduction of prior knowledge
and the calculation of the uncertainty of statistical inference. Generalized addi-
tive models [VR97, p.281] and projection pursuit regression [FS82] define models
on marginal variables and therefore are not able to fit arbitrary distributions.
Local regression models are [CGJ95] are an attractive competitor of mixture
of experts. Neural networks in the form of multilayer perceptrons [Nea95] also
use logistic units and have the same convergence problems as hierarchical mix-
tures of experts. Similar problems occur for decision trees [PK98][CGM98] and
multivariate adaptive regression splines (MARS) [Fri91][DMS97] which generate
recursive partitions of the input space.
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Fig. 3. Mean predicted value of long-term illness in Stockport using the Bayesian
model.

4 Markov Chain Monte Carlo

The Markov Chain Monte Carlo analysis uses the following proposals to modify
a model:

— Change the mean values of one gate unit.

— Change the variance of one variable for all gate units.

Change the regression parameters of one expert model.

— Change the error variance of one expert model (not for classifier experts).

Split one expert model into two (with different parameters).

— Merge two randomly selected expert models into one, whose parameters are
the mean values of the components.

After an initial phase of several thousand iterations the MCMC algorithm
reaches the stationary distribution of mixture of expert models. After this burn-
in phase the models with all their parameters are stored for later use. We use
the coda-package of R to determine the convergence to stationarity [BR9S|.

5 Application to Geodata

The mixture of experts model was implemented in the SPIN! system developed
during the SPIN! project of the European community. It is a general tool for



Derivatives of "percentage of long-term illness" w.r. to variables

Fe>16, econ. inactive;white —Tr
Fe>16, econ. inactive;total T
Fe>16;white I

Fe>16;total I

Ma>16, unemployed;white HH
Ma>16, unemployed;total HIH
total persons;white HIH
Fe>16, econ. inactive;ireland HTH
HIH

total persons;total

Ma>16, econ. active;total i
Ma>16, econ. active;white HITH
Fe>16, econ. active;total HIlH
Ma>16, econ. inactive;white T+
Ma>16, econ. inactive;total —{T
Fe>16, econ. active;white 1+
T T T T T
-20 -10 0 10 20

10,25,50,75,90 percentiles of derivatives

Fig. 4. Distributions of derivatives of long-term illness in Stockport for a specific ward.
The boxes indicate 25% and 75% percentiles with the median in between. The outside
"whiskers” are the 10% and 90% percentiles.

simulation Bayesian models by Markov Chain Monte Carlo. The system is im-
plemented in Java to avoid compatibility problems.

As an introductory example we use data from Stockport, a town near Manch-
ester, U.K. For small units of about 100 households (wards) we have statistics
from the 1991 census including the basic demographic features as well as em-
ployment, car ownership, etc.

The Bayesian model was used to predict long-term illness from these figures.
Hence the model is forced to adapt to the relation between the values of the input
variables within the individual wards and the corresponding output variable
variable long-term illness. The derivative of the output variable with respect to
an input variable describes, how many units the output variable probably will
increase if we increase the input variable for one unit. As the model is non-linear,
the derivative will depend on the specific location, i.e. the input variables of the
ward.

This figure may be important for planners if the want to check the stochastic
relation between variables. It does not, however, imply, that the input variable
actually may be changed, as many variables may not be controlled.

As our Bayesian model explicitly captures uncertainties the derivative is un-
certain too. In figure 4 the resulting distribution of derivatives for a specific ward
is shown. The graph can be generated interactively by clicking on a ward in the
map above. The derivatives show that long-term illness in wards like the current



ward usually grows with the fraction of females aged higher than 16 years, which
are economically inactive. This probably mainly applies to female pensioners. On
the other hand long-term illness decreases if the number of economically active
men increases.

On the workshop we will apply the approach to other data of North-West

England.
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Abstract
For a long time that regional and urban science has interpreted territory through
a systemic analysis where cities network are the fundamentals of spatial
organization. Differentiation established between cities results from distinct
levels of centrality, which allows setting an urban hierarchy.
The present discussion aims to study Lisboa e Vale do Tejo urban structure
through cities rank position as well as defining theirs hinterlands and
understanding the interactions between them.
The empirical application of this study is supported by information about
services provided to the population that was compiled in Inventario Municipal
(INE, 1998). City delimitation at level of freguesia (minimum territorial unit of
Inventario Municipal information) was a necessary previous step for this
analysis.

1 Theoretical Framework

The main purpose of present work is to study the system of Lishoa e Vale do Tejo
(LVT) cities, through definition of cities hierarchy and analysis of flows between
them. The Central Place Theory (CPT), developed by Christaller (1933) and Ldsch
(1940)%, provides the theoretical fundamentals to this analysis.

In Portugal, there are few works on this area, which can be explained by the lack of
information sources that allow empirical applications2. The delimitation of Evora
influence area by Gaspar (Gaspar, 1981) represents one of the most important
investigation in this area.

Before a brief presentation of Central Place Theory it’s necessary to explain the
meaning of following terms, that will be used during this work:

! Lopes (Lopes, 1987) and Alves et al (Alves et al, 1999) present a detailed version of this
theory.

2 Gaspar (Gaspar, 1981) presents a survey of international studies on Central Place Theory
applications.
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Central function - activity that provides goods or services, located on central
position within its market area (e.g. hospital, driving school, video club)®. As more
specialised and rare is the function, more central it will be.

As explained by Polése (Polése, 1998) the more specialised functions, located on
the top of functions hierarchy, have the following features:

* Important scale economies that implies high minimum dimension of demand,;

e Low frequency of consumption and, as a consequence, low transport costs
associated with consumers movements;

e Its consumption implies larger movements by the population.

Functional Unit — each unit that provides a central function. Several functional
units can provide the same central function.

Central Place — urban place that provides central functions for its peripheral
region, that represents its area of influence or its hinterland.

Centrality — represents the level of central functions supplied by a certain urban
place.

Area of influence (hinterland) of central function (for a certain urban place) —
geometric place where the consumers of central function are.

The central place theory was developed with the purpose to explain why cities
arise and was centred on the study of economic activity location, more specifically the
activities of services sector. This theory tries to explain the size and the spatial
distribution of urban places and also the relation between them.

According to this theory the centrality of an urban place is proportional to the
specialisation of functions that are supplied and, as a consequence, is also
proportional to the dimension of its area of influence. The more central urban places
area, more population they have.

The centrality of urban place depends on the level of specialisation of the functions
that it provides. As a result of this direct relation between hierarchy of functions and
hierarchy of urban places, the relation among urban places strictly happens in a
hierarchic way. The flows between urban places only happen in a vertical/upward
way.

2 The Lisboa e Vale do Tejo cities

City delimitation is part of a greater INE project — “Urban Statistics” — which has
dissemination of statistical information at city level as the main goal. This new
statistical spatial unit - the city — will be the support of compilation and dissemination
of statistical information in the near future.

This study only considers the agglomerations that were legally created as cities
under the terms of Law n°11/82, second of June. This law defines “the rules for
creation and extinction of local governments, and designation and determination of
settlements category”. On its 13" article establishes that: “a village can only get a city
title when has 8000 inhabitants living on a continuous built area, and with, at least,

3 At this work we will make no difference between central function and central good or service,
for instance between hospital (the function) and several specialities provided by it (the
central services). This option is due to the limitation of information that will be analysed.



half of the following public equipment: a) hospital with 24 hours service; b)
pharmacy; c¢) fireman corporation; d) theatre and cultural centre; e) museum and
library; f) Tourist accommodation; ¢) Preparatory and secondary Schools; h)
Kindergartens; urban and suburban public transports; Public gardens.”
In spite the dimension and functional criteria, article 14™ defines a wide exception
possibilities: “important historical, cultural and architectonic may justify a different
weight of the eligibility criteria’s”.
However, neither this law, nor recent laws which establish a specific city elevation,
present precise spatial limits of cities.
The Lisboa e Vale do Tejo Region accounts a total of 30 cities, from which 16 are
located on Lisbon Metropolitan Area (LMA).
City delimitation was based on three main principles:
1 - City delimitation should be taken with the smallest territory level — subsecc¢éo
estatistica (a block of houses in urban areas);
2 — Local Governments should be involved on delimitation process, as they are the
most important space actors on space management and transformation;
3 — Delimited cities should represent the city at the present time.
The delimitation criteria followed was:
= Morphological criteria — analysis of population and dwellings density at
subsecclo territorial desegregation and analysis of topographic and
aerophotography*;

= Planning criteria — analysis of local governments physical planning instruments,
specially Urban, Urban Growth, Existent Industry, Projected Industry, Projected
Equipment, Urban Green Area® and urban perimeter®;

=  Functional. Employment areas, specially industrial areas, as these areas tend to
assume peripheral locations and may represent an important part of city labour
market.

Due to diversity of city appearance at a national level (from historical cities to
those that result of post-suburbanization evolutions), local authorities end up playing
a major role on delimitation process, not only by the legal planning instruments
provided, but also by meetings with planning technicians.

Globally city limits are a compromise between local government definitions and
subseccdes territorial division.

Inventario Municipal information structure led to city definition at level of
freguesia’.

4 Ortofocartografia from Intituto Portugués da Cartografia e Cadastro, série 1:10 000, 1998;
Vector Cartography form Associagdo de Municipios do Oeste., 1:10 000, 2000; Vector
Cartography from Instituto Geografico do Exército, 1:25 000; other vector high scale
Cartography from Camaras Municipais.

5 The Space Classes denomination presented corresponds to the Class/Category Type defined
by Direcgéo Geral do Ordenamento do Territdrio e Desenvolvimento Urbano (1998).

6 The geographical information used for this analysis were digitised by Direcgdo Geral do
Ordenamento do Territorio e Desenvolvimento Urbano and Local governments cartography
from legal planning instruments.

7 Freguesia represents the Portuguese NUTS V. NUTS IV — Concelho - is formed by a group
of freguesias.



Figure 1 — The cities of Lisboa e Vale do Tejo
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3 The functions hierarchy

The current empirical application is based on a set of 126 central functions that
cover the following areas: trade and service, health, education and social security. For
these functions we have information from Inventario Municipal®, not only about
availability of the functions, but also about where population goes to consume a
specific function if it isn’t available in the inquired freguesia.

So, the sources of information are the five Inventarios Municipais 1998 for each
Portuguese NUTS Il (Norte, Centro, Lisboa e Vale do Tejo, Alentejo and Algarve).
They have information about what are the functions provided by cities and what are
the interactions among cities and among them and their hinterlands. In this survey is

8 Inventario Municipal is a Portuguese survey about functions available in freguesias and is
answered by the presidents of the freguesias.



asked the number of functional units available to provide each function and if

function is unavailable it is asked where® population goes to consume.

The hierarchy of functions is supported by the diversity of goods and services
provided by central functions. On the top of it, representing the most central
functions, are placed the most specialised functions with lowest demand frequencies.

Hierarchy is based on the number of functional units for each central function, at a
national level. This variable is used as a proxy of function rarity. Therefore the
function hospital is in a higher position of the hierarchy than the function video club,
because there are 89 functional units for the former and 1446 for the other.

Thus, in the first position of the central functions hierarchy is the alcoholism
treatment clinic (42 functional units) and in the last position is the café, bar tavern
(34606 functional units) (see appendix 1).

There is a need of grouping the 126 functions in a limited number of classes,
because the hierarchy will be used for segmentation of forthcoming analysis output.

The construction of specialisation classes of functions was done according to the
following steps:

i. Application of statistical method — natural breaks — to the variable number of
functional units. This method identifies breakpoints between classes using a
statistical formula (Jenk’s optimization). Jenk’s method is rather complex, but
basically it minimizes the sum of the variance within each of the classes.

This method was used in an iterative way increasing in each step the number of
classes. The iteration was stopped when the good segmentation on the top of
hierarchy was achieved (happened with 11 classes). This process allowed getting a
first class with a small number of functions.

ii. Afterwards, a casuistic grouping of sequential classes was done. The goal of this
grouping was to get a small number of classes with an equilibrated number of
functions among them and fewer functions in the first and the last classes.

So the result is the following five classes of central functions hierarchy:

Class Class name Numb_er of Original
S functions class(es)
g 'g 1 Highly specialised functions 12 1
S = 2 Specialised functions 33 2+3
3 3 Medially specialised functions 42 4+5+6
& 4 Lowly specialised functions 31 7+8
5 Not specialised functions 8 9+10+11

9 By freguesia.



4 The cities hierarchy — centrality

The centrality represents the functions range provided by central places. Central
places that provide more specialised functions will have higher centrality indexes.

In the theory, the most central place will be the one that provides more functions?®.
However, empirically this assumption is not valid: a city that provides a function of n
level (degree of specialisation) does not always provide all functions of lowers levels;
there is no city that provides all the 126 functions (Lisboa provides the maximum
number of functions — 122).

The construction of a centrality index is based on an essential assumption - cities
that provide more functions will be more central. In addition, functions will be
weighted according to the following principles:

» More central functions located in higher positions of hierarchy will be considered
more important. So functions will be weighted by their degree of specialisation
(S).

» Cities with more functional units providing a specific function will be considered
more relevant. Between two cities that supply the function hospital, will be
considered more important the one that has more functional units. So the number
of functional units (FU) will weight functions in cities.

The centrality index (CI) will be calculated according to the next formula:

126 ] +FU,
Cl;= Z ik, *%% where:
=dn) 2

« irepresents the central functions and j the cities.

. EFU- represents a binary variable (0,1) that assumes the value 1 when the city j
provides the function i and 0 in the opposite situation.

« S, means the degree of specialisation of function i and it is inversely proportional

to the number of functional units that exist in Portugal. It is equal to the inverse
of number of functional units of the function i.

« FU ij represents the dimension of function i in city j and it is equal to the number
of functional units.
« E;andUF; were normalised, making their maximums equal to one. In UF;

this normalisation is made by function. By this way, both factors have the same
weight on centrality index construction.
Table 1 shows the cities hierarchy resulting from the methodology presented
above.

10 For Christaller one central place that provides a function of n level (degree of specialisation)
also provides all functions of lower levels.



Table 1 - Cities hierarchy

Centrality| N of |Population]Area (km?) Centrality| N° of |Population| Area (km?)
Cities Index |functions| 2001 2001 Cities Index |functions| 2001 2001
Lishoa 64,93 122| 564 657 84,6 Abrantes 7,34 104] 22028 1213
Almada 16,08 117] 111933 25,0] Loures 6,60 103] 28429 479
Amadora 15,85 114] 175872 23,8] Ourém 6,46 103] 11919 61,3]
Settibal 12,48 114] 91319 53,3] Amora 6,26 93] 50991 24,5
Barreiro 11,18 112] 53909 8,3 Fatima 6,26 95| 10302 71,9
Santarém 10,60 116] 30537 78,7] Entroncamento 6,21 106] 18173 13,8
Caldas da Rainha 9,50 113] 29511 46,7 Seixal 6,03 96| 31116 13,7
Odivelas 9,22 104] 92175 10,9] Peniche 6,03 103] 15595 7,7
Queluz 9,14 108] 78123 6,7 Alverca do Ribatejo 5,98 97| 40065 234
Torres Vedras 8,70 109] 23831 62,5] Agualva-Cacém 5,78 98] 81843 10,4}
Montijo 8,38 111] 29173 41,2 Vila Franca de Xira 5,45 98| 18442 2121
Torres Novas 8,34 112 22 405 72,8 Cartaxo 5,05 96| 14501 61,6)
Alcobaca 8,22 108] 15451 82,2 Almeirim 4,83 95| 11607 68,9
Tomar 7,95 108] 18904 31,2 Sacavém 3,93 84| 17659 3,8
Rio Maior 7,45 107 11532 90,0 Pévoa de Santa iria 3,76 82| 24217 4.8
cities of LMA

As it was concluded by Central Place Theory it is possible to find a strong relation
between centrality of cities and their number of inhabitants (Figure 2). Exceptions of
this rule are the cities Agualva-Cacém, Alverca do Ribatejo, Pévoa de Santa Iria,
Amora and Seixal. These cities are located in the periphery of Lisboa. The intense
growth of their population, as a result of suburbanisation process, was not kept up
with decentralisation of functions from Lisboa city.



Figure 2 — Cities according to their position in ranking based on centrality

index and ranking based on population in 2001
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Ranking based on population in 2001

Analysing the cities network of Lisboa e Vale do Tejo (Figure 3) it is possible to

identify the following features:

There is a set of important cities located in the core of LMA — Lisboa, Almada,
Amadora and Barreiro — with high geographic proximity and solid integration,
that can be observed through the high commuting movements among them.

Also in the LMA we found less important cities — Odivelas, Agualva-Cacém,
Queluz, Loures, Sacavém, Povoa de Santa Iria, Alverca do Ribatejo, Vila Franca
de Xira, Seixal, Amora e Montijo - forming an external ring of the LMA core.
Set(ibal appears as a city with high centrality index (4™ in the ranking) and
represents an important centre of the South area of LMA,;

Outside LMA, Santarém and Caldas da Rainha are the most central cities.
Santarém appears as the most important city of the urban subsystem of Tejo
region (NUTS Il of Leziria do Tejo and Médio Tejo) and Caldas da Rainha as
the most important of the Oeste region subsystem.



Figure 3 — Centrality index of Lisboa e Vale do Tejo cities
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5 The cities hinterlands

Cities hinterlands analysis allows a better understanding of how urban system of
Lisboa e Vale do Tejo works. City hinterland is formed by the set of freguesias whose
population goes that city to consume central functions.

Based on presentation of flows due to central functions consumption (all 126
functions) (Figure 4) we can observe the following features of urban system of Lisboa
e Vale do Tejo:

e The huge hinterland of its major city — Lisboa — that goes beyond LVT borders;

e The importance of Setlbal as destination for Alentejo region;

e The intense interaction among cities located around Lisboa, that makes their
hinterlands extremely diffuses;



e Santarém and Caldas da Rainha are the cities located outside LMA with the
greatest hinterlands.

Figure 4 — Flows of central functions consumption in LVT cities (all functions)
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The less specialised functions are available in most of the cities and, as a
consequence, their consumption flows are less and with smaller extensions (Figure 5).
Due to their rarity, the most specialised functions (both highly specialised and
specialised functions) tend to resume the most important flows. Hinterlands based on
this sort of functions go beyond concelho borders (Figure 5).
The analysis of Figure 5 emphasises the features of LVT urban system described
above and allows to add the following characteristics:
» Cities of Vila Franca de Xira concelho, mainly Alverca do Ribatejo and Vila
Franca de Xira, have important hinterlands, specially towards North.
e Tomar appears as the principal city of Médio Tejo region, mainly in highly
specialised functions;



Figure 5 — Flows of central functions consumption in LVT cities
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In order to measure the dimension of hinterlands, for example based on its
population, it is necessary to link each freguesia to just one city. The most frequent
destination for each freguesia was the base of this linkage process.

The next analysis will be segmented by the inclusion (or not) of Lisboa in the
system. This procedure leads to a better understanding of the dimension of each city
hinterland, because Lisboa, due to its high centrality, hides other cities hinterlands.
Therefore, hinterland dimension is calculated without Lisboa, as a possible
destination, for all cities, excepted for Lisboa itself. By this way, in Table 2, the
population of Lisboa hinterland may be also part of other city hinterland.

Freguesias without a link to any city may have two different meanings: they
provide most of the functions in analysis or the flow patterns are so diffuse that
freguesia itself becomes the most frequent destination.



Figure 6 — Hinterlands of LVT cities (most frequent destination for highly

specialised and specialised functions)
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The cities with bigger hinterlands, measured by population, area mainly located
inside LMA. Outside LMA, Santarém, Torres Vedras and Caldas da Rainha have the

bigger hinterlands.

Table 2 — Dimension of LVT cities hinterlands

Area (km2) Area (km2)

City Population 2001 2001 Dwellings 2001 City Population 2001 2001 Dwellings 2001
Lishoa 1225580 2167 599 722] Abrantes 57720 1302 33499
Amadora 348 610 301 162 385] Tomar 56 818, 607 33 035
Almada 223 847 114 124 646 Alcobaca 56 320 347 29 257
Loures 215519 168 98 520 Montijo 52178 474 25827
Setdbal 196 157 2080 96 017] Amora 50 991 24 22 259
Barreiro 145 408 83| 67 860f Alverca do Ribatejo 45 077| 35 19 454§
Santarém 143598 1995 69 123 Seixal 42 053 30 19 344]
Odivelas 116 953 19 51109 Torres Novas 41 247, 280] 20 195
Torres Vedras 110 805 600 58 138| Ourém 33587 311 19 260
Queluz 109 159 32| 48 169 Peniche 27 316 78] 16 729
Vila Franca de Xira 108 506 584 49 636 Entroncamento 25783, 64 12 494
Caldas da Rainha 82774 582] 45701 Rio Maior 20 686 266 10 159
Agualva-Cacém 81843 10 36 769 Féatima 10 302 72 5 068}
Sacavém 58 891 14 24 150| Cartaxo 10115 19 4 854]

LMA cities




6 Conclusion

Despite of Lisboa e Vale do Tejo urban system does not present a strict hierarchical
organisation, its structure can be substantially explained by Central Place Theory. The
more central cities have more population either in city limits (Figure 2) or in its
hinterlands (Figure 7).

Figure 7 — Cities according to their position in ranking based on centrality
index and ranking based on its hinterland’s population in 2001
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Ranking based on hinterland’s population in 2001

One can identify four distinct city levels on LVT region:

i.  Lisboa as the main city, not only of LVT region, but also of Portugal, with a
hinterland that covers almost all of the Portuguese territory;

ii. A group of cities located around Lisboa, with high centrality indexes but smaller
hinterlands. This contrast can be explained by high geographic proximity among
them;

iii. Setdbal, Santarém, Caldas da Rainha, Tomar and Torres Vedras are the principal
cities at a regional level. They work as important destinations, principally at the
level of most specialised functions;

iv. The rest of the cities are located in hinterlands of the former cities. However
these cities provided a great part of 126 functions analysed in this study.

The flows of central functions consumption (only) between cities (Figure 8) are
mainly from less central cities to higher central cities. Again, Lisboa, Santarém,

Caldas da Rainha and Tomar appear as the cities that have bigger flows. Setbal role



in this node approach is quite low, because territory outside LVT region represents a
major part of its hinterland (Figure 6).

Figure 8 — Flows of central functions consumption between LVT cities
(all functions)
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8 Appendix - Central function hierarchy

Légica espacial

das

Classes Classes
Function i Ranking | with natural | Final Function ol Ranking  ( with natural | Final
functional units functional units
breaks (11) | (5) | breaks (11) | (5) |
Alcoolism treatment clinic 2 1 1 1 Optician 1370 64 5 3
Health care centers with intering service 84 2 1 1 Video Club 1446 65 5 3
Slaughter house 85 3 1 1 Funeral agency 1449 66 5 3
Hospital 89 4 1 1 Dye-houselLaundry 1480 67 5 3
Drug addict treatment clinic 97 5 1 1 Computing equipment store 1485 68 5 3
Secondary school - private 101 6 1 1 Homes for the elderly people (only day) 1528 69 5 3
Hypermarket 112 7 1 1 Clinical analysis service 1562 70 5 3
Clinic with interning service 114 8 1 1 Perfume's shop 1626 7 6 3
Health care center to AIDS 17 9 1 1 Free times occupation for children 1635 72 6 3
TAC service 126 10 1 1 Transport agency 1650 73 6 3
Employment agency 130 11 1 1 Haberdasher's shop 1654 74 6 3
Kennel 178 12 1 1 Parochial center 1676 75 6 3
Professional formation center 196 14 2 2 Bicycle stand 1687 76 6 3
Car inspection center 196 15 2 2 Nursery - baby unit 1713 77 6 3
Rehabilitation center for locomotion handicap 196 13 2 2 Sport goods store 1731 78 6 3
Lower secondary school - private 201 16 2 2 Health care center delegation 1747 79 6 3
Health care center to drugs addict 218 17 2 2 Motorcycle stand 1765 80 6 3
Primary school (5-6 years) - private 221 18 2 2 Estate agent's 1873 81 6 3
Commercial registry office 231 20 2 2 Nursery - private 1881 82 6 3
Autonomous service of ambulances 231 19 2 2 Tyre store 1916 83 6 3
Tribunal 250 2 2 2 Supermarket 1940 84 6 3
Professional school 256 2 2 2 Building office 1986 85 6 3
Predial registry office 292 23 2 2 Photographic goods store 2051 86 6 3
Civil registry office 295 2 2 2 News stand 2113 87 6 3
Bi-weekly market 305 25 2 2 Wholesale dealer 2276 88 7 4
Weekly market 320 26 2 2 Fuel station 2410 89 7 4
Tourism office 322 27 2 2 Beauty institute 2413 %0 7 4
Secondary school - public 330 2 2 2 Fish shop 2468 91 7 4
Notary's office 347 2 2 2 Jewellery/Watch-makers 2551 92 7 4
Treasury 38 30 2 2 Pharmacy 2558 %3 7 4
Finance bureau 356 3 2 2 Repair-shop for agriculture equipment 2749 9 7 4
Health care centers without interning service 357 32 2 2 Farmer goods store 2813 95 7 4
Echography service 370 33 2 2 Insurance broker 2834 9% 7 4
Radiology service 405 34 3 2 Florist 2872 97 7 4
Musical equipment store 413 35 3 2 Drugstore 3056 98 7 4
School by TV 451 36 3 2 Electric material store 3147 99 7 4
Monthly market 467 37 3 2 Trucks 3438 100 8 4
Car rent 4 38 3 2 Motorcycle/bicycle garage 3512 101 8 4
Primary school (4 years) - private 515 £ 3 2 ATM 3544 102 8 4
Children's boarding homes 522 ) 3 2 Bank 3545 103 8 4
Fire corporation 524 41 3 2 Accounting office 3547 104 8 4
Fire corporation with ambulance service 533 43 3 2 Lawyer office 3646 105 8 4
Fuel station (24hours) 533 42 3 2 Bookshop/Stationer's 3661 106 8 4
Veterinary clinic 592 44 3 2 Repair-shop for domestic equipment 3892 107 8 4
Police-station 642 4 3 2 Car stand 3944 108 8 4
Pets shop 701 4 4 3 Repairing articles of personal use 4022 109 8 4
Sweet herbs store 735 a7 4 3 Fruit store 4050 110 8 4
Travel agency 753 4 4 3 Material store of construction 4063 fit] 8 4
Market 753 49 4 3 Nursery - public 4106 112 8 4
Driving school 765 50 4 3 Foot-wear store 4632 113 8 4
Exchange office 837 51 4 3 Domestic equipment store 4638 114 8 4
Shopping center 860 52 4 3 Fumiture store 4958 115 8 4
Primary school (56 years) - public 863 53 4 3 Gas station 5020 116 8 4
Annual market 892 54 4 3 Confectioner's 5668 17 8 4
Consultancy office 936 55 4 3 Baker's shop 5729 118 8 4
Lower secondary school - public 951 56 4 3 Butcher's/Sausage shop 6708 119 9 5
Nursing center 995 57 4 3 Cars garage 7833 120 9 5
Record store 1001 58 4 3 Primary school (4 years) - public 8322 121 9 5
Keys store 1070 59 4 3 Hairdresser 9956 122 9 5
Scrap dealer 1141 60 5 3 Clothes store 10144 123 9 5
Free times occupation for young people 1189 61 5 3 Restaurant 13667 124 10 5
Homes for the elderly people 1279 62 5 3 Grocery 20330 125 10 5
Copy center 1332 63 5 3 Café, bar, tavem 34606 126 1 5
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Abstract. We address the problem of detecting errors in foreign trade
forms, which are submitted by companies to the Portuguese Institute
Statistics (INE). In previous work, we have compared statistical tech-
niques for outlier detection with an inductive learning method, with the
latter obtaining the best results. Here, we present more recent results
on that problem. We also hypothesize that the combination of outlier
detection methods with inductive learning algorithms might be a better
approach to dealing with this problem and we propose ways of doing so.

1 Introduction

This paper is concerned with the problem of detecting errors in foreign trade
data collected by the Portuguese Institute of Statistics (INE). The objective is
to identify the transactions that most likely contain an error. These will then
be manually analyzed by specialized staff and corrected if an error really exists.
Previous work on this problem has compared statistical methods for outlier
detection with C5.0, a decision tree induction algorithm [1]. The latter technique
obtained the best results, achieving the minimum goals that were established by
the domain experts. This approach, however, only addressed part of the problem.
As will be explained in Section 2, errors may be detected by looking into several
fields while, in the work mentioned and which will be summarized in Section
3, only one field was taken into account. Here we extend the work to deal with
all the relevant fields. We address this problem using a combination of models
[2], which is currently a very popular approach in Machine Learning and Data
Mining (Section 4). The model combination approach is then proposed as a way
of enabling “cooperation” rather than “competition”, as was done in [1], between
learning and outlier detection methods (Section 5).

2 The Problem

The transactions made by portuguese companies with organizations from other
EU countries are communicated to the Portuguese Institute of Statistics using
the INTRASTAT form. In this form the company provides information about
the transaction, namely:



Trade with EU countries - Detailed Declaration
IMPORT (1998)

DIFI W | H | W n 1R | WEIGHT | COBT | COST /WELIGHTI
RILILOTE | FORM | OPERATOR|O |TRAICHNTI (EG) I (EPTE) | (PTEJEG) |

1l | | || | | I | |

HC = 101

21 1l00& 010240 00DOODOODL 01 OD5 005 1 820 4 064 2 233
2 1 1l0e0 011778 000000002 01 001 005 694 830 2 19 3
2 1 1076 012252 000000003 0L 003 005 873 1 546 L 7%0
2 1 1127 013791 000000004 O1 011 005 4 760 10 415 2 188
2 1 1086 012553 00000DOO0S O1 OO 005 3 goe 724 185

TOTAL FOR ITEH 706 1P 1s 938

Fig. 1. An excerpt of the INTRASTAT database. The data presented was modified to
preserve confidentiality.

— item id

— weight of the traded goods

— total cost

- type (import/export)

— source, indicating whether the form was submitted using the digital or paper
versions of the form

— form id

— company id

— stock number

— month

— destination or source country, depending on whether the type is export or
import, respectively.

At INE, the data are inserted into a database. Figure 1 presents an excerpt
of a report produced with data concerning import transactions for a month in
1998 of item with id 101, as indicated by the field labelled “NC”, below the row
with the column names.

Given that both form filling and its transcription to the database are manual
processes, errors often occur. For instance, an incorrectly introduced item id will
associate a transaction with the wrong item. Another common mistake is caused
by the use of incorrect units like, for instance, declaring the cost as PTE instead
of kPTE. Some of these errors have no effect on the final statistics while others
can affect them significantly.

The number of transactions declared monthly is in the order of tens of thou-
sands. When all of the transactions relative to a month have been entered into
the database, they are manually verified with the aim of detecting and correct-
ing as many errors as possible. In this search, the experts try to detect unusual
values on a few attributes. One of these attributes is Cost/Weight, which rep-
resents the cost per kilo and is calculated using the values in the Weight and
Cost columns. In Figure 1 we can see that the values for Cost/Weight in the



second and last transactions are much lower than in the others. If we analyze the
corresponding forms we can conclude that the second is, in fact, wrong, due to
the weight being given in grams rather than kilos, while the last one is correct.

Our goal was to reduce the time spent on this task by automatically selecting
a subset of the transactions that includes almost all the errors that the experts
would detect by looking at all the transactions. To be acceptable by the experts,
the system should select less than 50% of the transactions containing at least
90% of the errors. Additionally, the experts would like to be able to understand
the decisions made by the system, and thus, it should provide an interpretable
model. Note that efficiency is not important because the automatic system will
hardly take longer than half the time the human expert does.

The automation of this task is not easy. Firstly, although it is not shown in
Figure 1 for the sake of simplicity, quantity and cost may be declared in two
fields each. In same goods the quantity may be measured in a way other than
weight, which is called supplementary units. For instance, in a transaction of cars,
the supplementary units are the number of units. A transaction may also have
two values, the one which is declared, the invoice value, and a statistical value,
calculated using an appropriate formulae. Therefore, we may have up to four
combinations of Cost/Quantity to analyze. This adds more complexity to the
problem since, on one hand, different combinations are the best error predictors
for different groups of transactions. On the other hand, none of the combinations
is present in all the transactions. Therefore, a complete solution to the problem
requires all the combinations to be treated.

Furthermore, the error in the example shown above was easy to detect, but
many of the errors spotted by the experts are not so obvious and their experience
is essential to detect them. This information cannot be used directly in this work
because we have no indication of which errors are “obvious” and which ones are
not. Other difficulties are the small proportion of errors relative to the number
of transactions (<0.5%), the patterns of normal transactions, which differ from
item to item, and items with very few transactions.

3 Previous Results

In [1], a first approach to this problem only took the Cost/Weight attribute
into account. The data concerned transactions from five months in 1998. It was
provided in the form of two files per month, one with the transactions before
being analyzed and corrected by the experts, and the other after that process.
A considerable amount of time was spent preparing the data, for instance, to
eliminate transactions that existed in one of the files but not in the other.

Four very different methods were applied. Two come from statistics and
are univariate techniques: box plot [3] and Fisher’s clustering algorithm [4]. The
third one, Knorr & Ng’s cell-based algorithm [5], is an outlier detection algorithm
which, despite being a multivariate method, was used only on the Cost/Weight
attribute. The last is C5.0 [6], a multivariate technique from the field of machine
learning, based on induction of decision trees.



Decision tree induction is not an outlier detection technique and so we need
to help the system to learn the notion of outlier. We created a new attribute
that captures the notion of distance between points, i.e. different values of the
Cost/Weight variable. Thus, NCost/WeightDistance represents the distance be-
tween a point (a value of Cost/Weight) and the average, in number of standard
deviations:

Cost/Weight — Cost/Weight

OCost/Weight

NCost/WeightDistance =

Note that for each transaction we use the average and standard deviation of
the corresponding item. Finally, we added the attributes average and standard-
deviation of cost weight and number of transactions, all calculated for each
item id. From the set of original attributes, we selected only Cost, Weight and
Cost/Weight. All the others are not expected to be predictive in their original
form and, thus, were discarded. Following advice from the domain experts, im-
port and export transactions were handled separately because their errors are
quite different.

Given that C5.0 provides a confidence score associated with each prediction,
it enables a compromise between the manual effort required and the number of
errors detected to be made. This can be achieved by analyzing the positive pre-
dictions (i.e. the transactions that are identified as potential errors) in descending
order of confidence and stopping when enough transactions have been analyzed.
The results obtained based on this approach indicate that it is possible to detect
90% of the errors by analyzing just 40% of the transactions. Therefore, we were
able to detect the required number of errors with less 10% of transactions than
the domain experts would be willing to analyze.

Furthermore, the top nodes of the decision tree induced by C5.0 contain
knowledge which makes sense to the domain experts. The first node, as would
be expected, does outlier detection using the NCost/WeightDistance attribute.
The second node, identifies small values of Cost/Weight. The experts confirmed
that they pay more attention to smaller values of this attribute, because when
an error generates a small value of Cost/Weight it usually affects the statistics
more significantly than if it generates a large value. Finally, the third node
recommends full manual verification of items with few transactions.

4 Dealing With All Cost/Quantity Fields

As mentioned in Section 2, a complete solution to the problem requires that all
four combinations of the Cost/Quantity attributes be handled and not just one,
like was done in the work described in the previous section. There are a number
of ways to do that. We have opted to follow a model combination approach,
which is currently very popular in Machine Learning and Data Mining [2]. We
create a different data set for each problem (i.e. each combination), containing
the attributes corresponding to the particular Cost/Quantity combination, the
target attribute and other general attributes, like item id, etc, and then we



induce a model from each of those data sets. The next issue is how to combine
the prediction of each of these models. Again there are several alternatives. We
have opted for a voting scheme, which is also a common approach [7]. However,
rather than using a uniform vote, where the most frequently voted class wins for
each transaction, we have used weighted voting. The weight of each prediction
is the corresponding confidence which enables us to explore the strength of each
prediction [7].

Given that we are now dealing with all four combinations of the Cost/Quantity
attributes, the number of transactions is larger than it was in the data used in
the previous section because some of the transactions did not have value for
the corresponding Cost/Quantity attributes combination. Therefore, our goal is
to investigate whether the results in this new setting are better or worse than
the ones obtained before. The evaluation method used is the hold-month-out
approach, an adaptation of the well-known hold-out approach. The model is
induced using data from all but one month and evaluated on the latter. The
results are slightly worse than the ones obtained above although well within the
limits established by the domain experts: 47% of the transactions were selected,
containing 91% of the errors. This performance reduction was expected because
the combinations of Cost/Quantity attributes which are now handled have much
less data and very few errors. Therefore, the corresponding models are expected
to have less generalization power, thus, hurting the general performance of the
system.

5 Combining Inductive Learning and Outlier Detection

As summarized in Section 3, a few methods for the task of detecting potential er-
rors in foreign trade data have been compared before [1]. These methods included
not only an inductive learning algorithm but also outlier detection methods. As
an alternative to the competition approach followed in that work, we believe
that a collaboration approach, combining these methods, could obtain better
results. As mentioned above, the combination approach is quite popular in Ma-
chine Learning [2] and, to the best of our knowledge, has never been applied to
the problem of outlier detection.

As in the previous section, combination of models could be made by vot-
ing. An alternative approach is inspired in stacked generalization [8], where the
predictions of base models are fed to a second-level inductive algorithm. This
algorithm generates a model that predicts the same target as the base models
but using their outputs as inputs, i.e. attributes. Cascade generalization [7] is
an extension of stacked generalization, which feeds the original attributes used
by the base models to the second-level algorithm, together with the predictions
of the base models.

We have investigated a few outlier detection methods to use at the base
level. Two methods that have been traditionally used in statistics for outlier
detection are discordancy tests and principal component analysis [9]. More recent
approaches that have been developed in the context of data mining are distance-



based [5], density-based [10] and unsupervised [11,12] methods. Some of the
more recent methods have been developed with large amounts of data in mind,
as in the present case. We will select some of these methods to be used in our
work. With this approach, we expect to improve our previous results. That is,
we expect to select less than 40% of the transactions containing more than 90%
of the errors.

6 Conclusions

We have presented recent results on the problem of detecting errors in foreign
trade data that is collected by the Portuguese Institute Statistics (INE). We
have used the structure of the problem, which was ignored in previous work,
to divide it into four different sub-problems. The models generated for each of
those problems were combined using weighted voting. We have also proposed the
combination of outlier detection methods with inductive learning techniques, and
investigated some outlier methods that could be used for that purpose. We will
implement and empirically evaluate this approach.
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Abstract. The increase in the volume of data collected for administrative
purposes has introduced new difficulties in extracting useful information to
support decison making. The aim of this study is to present some new
methodological approaches for the utilization of administrative registers in
research and in production of statistical information by combining fruitful ideas
from the fields of datistics and data mining. Since the most important
contribution of these ideas lies in understanding of phenomena, problems and
data in knowledge discovery processes, the ideas are first described as steps in
that process and then aso illustrated with a practical real-world example.

1. Introduction

The resources of providers of health and socia services are limited. The effective use
of these resources needs administrative planning and political willingness. Moreover,
political issues and the increasing role of cost-effectiveness considerations have
recently, among other things, introduced new pressures to improve health and social
service systems (see e.g. [1]).

To support decision making and quality control there is a demand for scientifically
valid and comparative information. On the other hand, the information revolution has
made it possible to effectively collect and store huge data sets (see e.g. [2], [3], [4]).

For example, the administrative hedth registers in Finland contain massive
amounts of detailed data of good quality. However, raw data as such are of little value
since in the context of problem solving the results are important and not the actual
data. To fulfil the need of information, an important aim in the development of
administrative information systems development has recently been the improved
utilization of register based data (see e.g. [5]).

In principle, data can be converted to useful information, if answers to relevant
problems can be extracted from the data by appropriate means (see e.g. [6]).
However, the growing size of data sets has brought out challenges for the traditiona
statistical approaches (see e.g. [7]). In addition, from the statistical point of view it is
important to notice that administrative registers are so called second hand data sets,
i.e. the data have aready been collected and there is no more possibilities to design



optimal data collection strategies to solve some particular problem. It is aso
unregdlistic to assume that the understanding of complex methodological detailsis the
only way to get resultsin the practical dataanalysis. The need of information together
with the lack of statisticians has lead to the development of alternative, more concrete,
ways to analyze data (see e.g. [8], [9]). In other words, statistics is no more alonein
the fidld of data analysis as Huber [10] points out: "The most data analysisis done by
nonstatisticians, and there is much commonality hidden behind diversity of languages.
Rather than to try to squeeze the analysis into a too-narrow view what statisticsis all
about, datisticians ought to take advantage of the situation, get involved
interdisciplinary, learn from the experience, expand their own mind, and thereby their
field, and act as catalysts for the dissemination of insights and methodologies.
Moreover, the larger the data sets are, the more important the genera science aspects
of the analysis seem to become relative to the 'statistical' aspects.”

1.1 Aim of thisstudy

The am of this study is to present some new methodological perspectives for the
utilization of administrative registers in research and in production of statistical
information by combining ideas mainly from the fields of statistics and data mining.
The most important contribution of these ideas lies in understanding of phenomena,
problems and data in knowledge discovery processes.

First the concept of statistical knowledge discovery process is defined in order to
alow the embedding of ideas to a suitable framework. After that certain parts of
statistical knowledge discovery process are examined from the point of view of
administrative register data. A systems approach and an event history framework are
described in the 'understanding the problem’ part. In the 'data understanding' part
generaized event sequence as well as data structures, censoring and practical and
statistical interpretations related to it are presented. The 'data preprocessing' part
reviews common preprocessing techniques. data abstraction, cleaning, integration and
reduction. Also some preprocessing tasks and methods suitable for event history
framework, including an ‘interesting pattern remapping' technique, are suggested.
After that the ideas are illustrated with a practical real-world example and finally the
key points of this paper are discussed in the conclusions.

1.2 Previousresearch

There is a huge amount of research related to knowledge discovery in databases (see
e.g. [9]). Essentidly the starting point here is the mining of administrative data with
scientific interpretation [11] related to certain phenomena [12]. Practica example
used here is from the field of health services research, which is closely connected to
hedlth care and medicine (see eg. [13], [14], [15], [16], [17], [18]). Other relevant
references are given in the text while the specific issues are presented.



2. Statistical Knowledge Discovery Process

The increase in the volume of collected data has presented new difficulties in
extracting useful information to support decision making. The traditional manual data
analysis has become insufficient, and methods for efficient analysis strategies are
needed. In order to find sensible solutions to real-world problems, the whole problem
solving must be done in a systematic way. So called knowledge discovery processisa
formalization of a complex problem solving process which fundamentally requires
human participation (see e.g. [19], [20]). There is even a proposed globa standard for
knowledge discovery process available [21]. Fundamental ideas in knowledge
discovery process seem to be closely related to traditiona statistical thinking and
statistical practice (see e.g. [22]). As a consequence, statistical knowledge discovery
process can be thought to consist of the following interactive steps. understanding the
problem, understanding data, data preprocessing, modeling, evaluation and reporting.
In this paper thefirst three steps are examined more thoroughly.

2.1 Under standing the problem

For problem solving, the problem has to be "matched" against the corresponding
domain knowledge and data. Usually a statistician or data analyst is not an expert on
the field where the problem arises. It means that the effective co-operation with
domain experts is a fundamental part of knowledge discovery process. Here the
characterization of the problem is formalized in a way which has been found to be
easily understandable also for non-dtatisticians and, as a consequence, gives a
common language for the experts of different fields.

A Systems Approach. Very often the starting point for a statistical modeling of any
phenomenon is to characterize the important properties of the phenomenon, i.e.
operationalize it as a system. A system is defined as a 'group of things or parts
working together or connected in some way as to form the whol€'. This definition of a
system needs that the objects and restrictions related to the system are adequately
described.

Timeis essential factor in many problem domains. For example, disease processes
evolve in time and patient records give the history of patients. For such dynamic
phenomena, time should be explicitly considered in the system formulation.

Event History Framework. In fact, the importance of the longitudinal event history
approach has long been recognized in many areas, especially in socia sciences,
econometrics and medical research (see eg. [23], [24], [25], [26], [27]). In the
analysis of dynamic phenomenon the focus is on the sequences of events which occur
in time. Usually these event histories are described with the individuals transitions
across aset of discrete statesin time. In the simplest case - known as survival analysis
(see eg. [28], [29]) - only one qualitative change is possible, for example the
transition from a state ‘alive' to the state 'dead’. However, in many cases one transition
can not describe the dynamics of a phenomenon in a realistic way. For example the
dow development of a disease, which finaly reaches the state 'death’, can not be
modeled accurately using only the time between the first diagnosis and death.
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Fig. 1. A system asadirected graph

If the system is constructed in a reasonable way, the individual s event histories can
be considered as 'paths' through the system. Graphically the system can be presented
as adirected graph whose nodes and edges have characteristics, which describing the
properties of possible states and transitionsin asystem (Fig. 1).

2.2 Under standing data

Administrative data sets are massive second hand data sets. In general, data must have
an appropriate form for storage and analysis purposes and for intuitive interpretation,
as well. Here the essentia parts of the traditional event history data structures
including censoring (see e.g. [24], chapter 2) and event sequences originating from
data mining (see e.g. [30], chapter 4) are combined to a generalized event sequence.
Also some statistical models suitable for the analysis of generalized event sequence
type data are presented, since with second hand data sets there are no more
possibilities to design optimal data collection strategies to solve some particular
problem, i.e. the data give the restrictions to analyzing possibilities.

Data structur es. Event history data consist of observations of theform (t,,Dy), where
t, isan ‘occurrence time' and Dy is an 'explanation’ for the event (and n is the number
of observationsandt, £t, £ ... £t,andt; <t; for at least one observation it j and i j,k
=12,...,n).

Usually Dy consists of a set of attributes (variables). However, al the attributes do
not necessarily contain important or interesting information. Some attributes can be
unrelevant in relation to the solving of particular problem or can be easily derived
from other attributes. It is often reasonable to divide up the relevant information into
two subsets of attributes. The first subset defines an event type E, and the other
includes important 'covariate' information i,. For generality it is useful to alow a
transformation f, for the occurrence time t,. If not stated otherwise, f(ty) = ty (k =
1,2,...,n).

Let m be the number of distinct occurrence times, t; be the ith distinct occurrence
time (i=1,2,...,m) and the event set A, be the set of relevant information of
observations occurred at the sametime, i.e. A, = {(t;,Ex.i )}, wherei=1,2,...,m and for
every i, kisover the observations for which t; =f (t,).
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Censoring. In practice a data set is only a narrow window to the dynamics of a
phenomenon. In other words the observationsin the data set fulfill the conditiona<t;
< b, where a and b are finite constants and i=1,2,...,m. The problems induced by a
limited observation window are illustrated in Fig. 2, which shows examples of
different types of ‘censoring' for an individua's length of stay in some particular state
(see dso [27], 3-9). It is useful to include the type of censoring into data as an
attribute, since the censoring must be taken care of in the analyses.

In the cases aand g there is no observed transitions to or from the state. This kind
of censoring can be very problematic if the very first (or last) occurrence of some
event type is considered more important than other occurrences (for example the first
diagnosis of schizophrenia or the first back surgery operation). In the case b the
transition to the state is not observed, but the transition from the state is known. In the
case ¢ both transitions are observed, but there is a potential problem, because the data
outside the observation window are not complete for all individuals (typical situation
for hospital discharge data). The case d corresponds to the uncensored observation. In
the case e there has been an unknown or ‘wrong' transition from the state (drop-outs or
‘competing risk’). It is aso possible that the follow up is ended before the occurrence
of the event of interest (case f) or the transitions to and from the state are outside of
the observation window (case h).

Generalized Event Sequences. The generalized event sequence Sis defined to be a
gueue of event sets sorted by the (transformed) occurrencetime, i.e. S=<A;, Ay, ...,
A, >. In addition, let the conditiona event sequence, to be caled an event
subsequence, be a sequence S, = < A | AT Sand condition q is true >, where
i=1,...,m.

The definition of the generalized event sequence given above is very flexible and it
can be used without any knowledge about the event history framework. However,
using this framework generalized event sequences get a constructive and an
intuitively clear interpretation. Moreover, transformations alowed in generalized
event sequences make it possble to use the same data structure in the
implementations of different statistical and data mining methods.



An Example of a Generalized Event Sequence. Fig. 3 shows an example of event
history data and the corresponding event sequence, which could be a production of a
system, let it be system P, presented in Fig. 1. There are aso two graphical
presentations for this particular event history. The first one is an event history
description of transitions in a system where an individual actually stays in a current
state until thereis atransition to the another state. In the second one only the occurred
events are marked to the figure. Since the time between two consecutive eventsis also
the length of stay in a particular state, it is often very useful to include a 'length of
stay' attribute into the covariate attributesi,, even though it can be easily calculated
from the corresponding occurrence times.

In the definition of ageneralized event sequence, parallel occurrences of events are
allowed. In principle the systems approach can be made valid in this case by defining
each combination of event sets to be a 'new' event type. In other words, it can be
thought that the explanation for an event type is a combined description of events
occurred at the same time. However, in many cases it is reasonable to classify the
parallel events to different event types, since it is possible to find 'natura’
interpretations for these parallel events.

Datain Fig. 3 is a description of movements of individual X inasystem P. Let Q
be a system with two states (state F: 'married’ and state G: 'not married). As a
consequence, data corresponding to the movements of individual X in asystem Q has
the same form as the datain Fig. 3. In Fig. 4ais an example of that kind of situation.
Now there are two event histories for individual X, one corresponding to the path
through the system P and the other through the system Q. In this caseiit is known that
the systems which 'generate’ the data are paralel, but the both event histories can be
combined into one event sequence (Fig. 4b).

Ty Ex A
0 A B —_
4 C c -
D —_—

8 B

Pttt >
10 c time
3 D A c B C D

I I I >

0 2 4 6 8 10 12 14 16 18 time

S=<{(0A)}.{(40)}.{(8B)}.{(10,0)},{(13D)} >

Fig. 3. An example of event history data and the corresponding event sequence
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Fig. 4. An example of a situation with parallel occurrence times

In the case of two parallel systems the information concerning the 'source system'
of an observation is a very valuable covariate. In general, there can, of course, be
more than two data generating systems. If there is a need to restrict analyses to the
observations from some particular system, that can be easily done using an event
subsequence conditiona to the corresponding system.

In practice there are always event histories for more than one individual. In that
caseit istrivial to include a covariate which identifies the individual, for example the
social security number, while the whole data set still have the form of a generalized
event sequence. Again it is possible to restrict the analyses to the arbitrary set of
observations using event subsegquences with suitable conditions.

Statistical Interpretations of a Generalized Event Sequence. From the statistical
modeling point of view, a generalized event sequence can be interpreted as a sample
path of amarked point process, if the occurrence times for al events are distinct. This
leads to a very general family of statistical hazard-rate models suitable for censored
data (seee.g. [31]).

In practice there is a lot of situations where so called calendar time of event
occurrence is not important, since the 'rea’ information is the time between two
consecutive events. In other words, the 'starting time' of afollow up can vary between
individuals. A traditional solution, very common in survival analysis, isto transform
the time axis from calendar time to the ‘failure time'. This can be done using a
transformation function fi(t,) = t.-h, where hy is the occurrence time of 'starting
event' of acorresponding individual and k =1,2,...,n (see e.g. [28], [29)]).

Assuming that the probability of the next event type (state) depends only on time
stayed in the current state, an appropriate choice for amodel is a semi-Markov-model
(seee.g. [32], [33]). Choosing the probabilities to change only on discrete time points,
the semi-Markov-model can be formulated using the Markov chain, where the state
space is expanded in a proper way (see e.g. [34]). In the traditional Markov chain the
probability of the next event type (state) depends only on the current state (first order
Markov property) and the probabilities are time-homogeneous (see e.g. [35], 372-427;
[36], 61-84). As a matter of fact, the Markov chain interpretation corresponds to the
situation, where the exact occurrence time is not important and only the order of
observations matters. A generalized event sequence can be transformed to an event
type sequence of thistype using the transformation f,(t,) =k (k = 1,2,...,n).

Moreover, choosing the transformation function f, to be of the form f(t\) = c,
where c is an arbitrary constant and k = 1,2,...,n, the time dimension of the event
sequence can be eliminated and the sequence reduces to data miners' classical market
basket model (seee.g. [9], chapter 6) .



2.3 Data preprocessing

Usually massive second hand data sets contain so much information, domain specific
features, inaccuracies and problems that raw data as such are not usable. To use data
in problem solving, there must be understanding about the connections between the
problem and data. In register based analyses the problem, domain knowledge and data
also determine the most suitable model for the final problem solving. Moreover, most
analyzing techniques are feasible to use only on moderately small data sets, since
those typically need for access to the whole data set and the processing time will be
directly proportional to the physical filesize.

All in dl, it can be stated that a sophisticated preprocessing incorporating non-
technical domain knowledge in order to scale things down to a size fit for statistica
analyses is the most important and time consuming part in register based data
analysis.

Data abstraction. Often the connections between highly specific raw data and the
highly abstract domain knowledge are so complicated that it is not possible to find
any direct links between data and knowledge. In other words, an intelligent
interpretation of raw data must be embedded into analyses, so that the resulting
derived data set is at the level of abstraction corresponding to the current problem.
Since noise is an unavoidable phenomenon also some kind of data validation and
verification which makes use of knowledge should be performed. This kind of
"intelligent” action is called data abstraction (see e.g. [17], chapter 2). For example, in
the discovery of medical knowledge data is usually patient specific, while medica
knowledge is patient independent and consists of generalizations that apply across
patients.

Data cleaning. Real world data are very often more or less incomplete, noisy and
inconsistent. Data cleaning dedls with detecting and removing errors and
inconsistencies from data in order to improve the qudity of data (see e.g. [37]).
Compared to data abstraction, cleaning is more data driven and technically oriented.
In other words, corrections of erroneous and inconsistent codes as well as missing
values can be usually made to the whole database, but data abstraction always results
in problem specific derived data sets.

Data integration and reduction. Two other common types of preprocessing are
called as data integration and data reduction. The ideain data integration isto include
data from multiple sources in analyses and it is al'so known as record linkage (see e.g.
[38], [39]).

Data reduction obtains a reduced representation of adata set which is much smaller
in volume than the original data set, yet produces the same (or aimost the same)
analytical results (see e.g. [9], chapter 3). As a matter of fact, data reduction can
consist of anything from simple database queries to very complicated modeling.

Preprocessing tasks and methodsin event history framework. Since preprocessing
is highly domain and problem specific, it is difficult to give any genera suggestions
concerning tasks and methods. Moreover, sometimes it can be difficult to distinguish
what is preprocessing and what is modeling.



However, some non-trivial preprocessing tasks in the event history framework
could be for example: "define" the state space for some system (what happens to
patient after surgical operation?), find interesting and frequent combinations of
patterns (which are frequent combinations of diagnosis and operation codes?), classify
patterns to adequate hierarchies (which diagnoses relate to complications of asurgical
operation?) and confirm the expert's "hypotheses' about the phenomenon from data.

Data mining tools from the “frequent pattern family” (see e.g. [40]) seem to be
useful to these kinds of preprocessing purposes. The extensions of the basic ideas
including templates (see e.g. [41]), multiple levels (see e.g. [42]) and measures of
interestingness (see e.g. [43], [44]) and similarity (see e.g. [30]) are also useful in
certain situations.

One very straightforward, but extremely useful, technique is so called interesting
pattern remapping. The idea is to first to "forget" the time dimension of the
generdized event sequence by using appropriate transformation. Since the whole data
then reduces to market basket case, it is possible to use a levelwise search (see e.g.
[45]) to extract the frequent patterns from data regardless of occurrence times. In the
remapping phase interesting patterns can be classified to appropriate event types
smply by "giving a new name" for each pattern. Finaly the time dimension is
restored and records without interesting event types are removed. This abstraction
usually results in a notably reduced data set with an interpretation corresponding to
the current problem.

3. Practical example

This example is a simplified extraction from a study, which aimed 1) to develop and
implement register based performance indicators to measure the effectiveness of
surgical treatment of hip fracture and 2) to evaluate and compare the effectiveness of
hedlth care providers. The complete results are reported elsewhere ([46], [47]). The
study is a part of alarger project which aims to develop register based methods for
measurement of effectivenessin specialized health care.
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Fig. 5. System characteristics of remarkable life events related to hip fracture surgery



Under standing the problem. The first task in the project was to build up aresearch
group consisting of experts of different fields. The group defined the actual problem
more meticuloudly: the idea was to identify all hip fracture patients from the Finnish
Health Care Register and follow the life events they encountered after hip fracture
surgery according to register data.

A simplified system related to this particular problem is shown in Fig. 5. Asit can
be seen, the first hip fracture operation performed on an individual patient has a key
role in the characterization of this phenomenon. Actually the state preceding the first
hip fracture operation also matters from the clinical point of view, since the patients
coming from home are usualy in better condition than patients who are aready in
residential or hospital care. However, the mgjor interest isin the events and pathways
of care following the first hip fracture operation. In this case these events are
classified into four categories. If everything goes well, the patient should get back
home. Hip fracture is a serious condition for the elderly and it can be a starting point
or catalyst also to other problems which may result in the need of residential or
hospital care. Even fatal complications may follow hip fracture operation. This
categorization was chosen, since the event types comprised the events of interest from
the point of view of the original problem and even more importantly these life events
arerecorded in various registers.

For generdlity the system formulation also allows that there are multiple events
after hip fracture surgery. As a matter of fact the pathways of care are more
interesting than single events in situations, such as the cost-effectiveness evaluation.
Only death in system formulation is an absorbing state, al other states can be
followed by any other dtate, i.e. only the death state ends a path in the system.
Moreover, even though these four states are distinct, they are not necessarily
independent. For example death may be more probable after complication or it may
not be very likely to get home if there is a decision for long term residentia care. The
absorbing death state causes even more problems, because it is not possible to say for
any individual that there is an increased risk of complication after death. However, it
is possible to speculate what would have happened, if death had not occurred. All in
all, this kind of quite simple system definition seems to result in an extremely
complicated competing risks model and more simplifications are needed in the actual
modeling.

Under standing and preprocessing data. A cohort of patients with hip fracture in
1998 or 1999 were identified in the Finnish Hospital Care Register using a smple
diagnosis group abstraction (all patients with at least one ICD-10; S72 diagnosis in
1998 or 1999). Using the unique person identity codes of the patient cohort, data on
all inpatient and outpatient hospital care and deaths for this cohort were obtained from
the Finnish Hedth Care Register, data warehouse of the Finnish Hospital
Benchmarking Project and the National Causes of Death Register. The results of these
straightforward database queries were integrated into a new data set containing 167
952 recordsfor 17 099 patients.

Each record in this data set corresponds to one care episode in hospital (or death),
not any actual event of the system, i.e. each observation includes information, such as
patient and hospital ID-numbers, age, sex, area codes, diagnose and operation codes
as well as dates of admission and discharge (or death). Data cleaning was performed



in order to correct impossible simultaneous hospital episodes, systematic errorsin the
use of symptom vs. cause diagnoses and some missing or erroneous éttribute valuesin
area codes.

Many types of censoring occurs in this data set: the first hip fracture operation (or
other important event) can be outside the observation window, some hospital episodes
may have begun before 1998, follow-up ends in the end of 1999 (there is census data
available for the last day of every year in the Finnish Health Care Register) and the
death may end the follow-up of a patient.

Operation codes corresponding to hip fracture surgery were abstracted into two
different operation types. Using this and the diagnosis group abstraction of hip
fracture, hip fracture operations were identified from the data. Since the state
preceding hip fracture operation was also important, the histories of the patients were
traced backwards and the preceding state was classified to be home or
residential/hospital care using more complicated temporal data abstraction.

The forward direction abstractions were even more complicated and all event types
needed special abstractions and techniques. For example, the acute complication
events were identified using interesting pattern remapping, in which all clinically
relevant complication diagnoses were remapped to one event type.

Modeling, evaluation and reporting. For the statisticd modeling purposes it was
assumed that any acute complication event after hip fracture operation is an outcome
which reflects the effectiveness of the surgical treatment. In addition, deaths and the
upper limit of the observation window were considered to cause censoring to the
event of interest. With these assumptions the modeling reduced to standard surviva
analysis (see e.g. [29]) where the variables of interest are time between hip fracture
operation and a complication or censoring event, and the censoring indicator. These
variables were calculated for all patients over 60 years, who had been living at home
before surgery. The fina preprocessed data set had 8824 records, each containing
relevant variables for one patient.

Since the outcome was an acute complication, the hazard function of acute
complication occurrences was estimated. According to the hazard function, the
probability of acute complications was higher during the first 30 day period after
surgical operation. This finding based on the data corresponded to the domain
knowledge and gave some evidence that the data abstraction was done in a proper
way.

In spite of the fact that time dimension includes a lot of information, the actua
effectiveness indicator related to acute complication was defined to be the rate of
acute complications during the 30 day period after the surgical operation. The 30 day
cumulative risk of acute complications obtained from the distribution function of
censored event times was found to be suitable estimator for therate (seee.g. [29], 48-
52). The estimated 30 day acute complication rate was 13 % (95% Cl: 12.3%-13.7%).

The most useful information was obtained, when rates were evaluated for health
care providers, such as hospitals or hospital districts. This kind of profiling analyses
allowed comparisons of effectiveness between the providers. In order to adopt more
realistic, medically based criteriafor judging the performance and improved case-mix
adjustments, more sophisticated profiling anaysis methods, such as control charts
[48] and hierarchical multilevel Bayes-models [49], were used [46], [47].



4. Conclusions

In this paper, some new methodological approaches for the utilization of
administrative registers in research and in production of statistical information were
presented. This was done by combining ideas mainly from the fields of statistics and
data mining. Since the most important contribution of these ideas lies in
understanding of phenomena, problems and data in knowledge discovery processes,
the ideas were described as steps in the statistical knowledge discovery process.

The first part in this process was the understanding of the problem. There were
three main pointsin that part: the problem solving aways needs domain knowledge, a
systems approach generates a common language for the experts of different fields and
event history framework isawell developed choice for outlining the characteristics of
dynamic phenomena.

The second part was about the understanding of data. The key ideas were: Second
hand register data has a form of a generalized event sequence, which isidentical to
the structure of event history data, and implicitly defines possible model types for
problem solving. In practice, data are always censored, but they still give a glance to
the data generating process, which have an intuitive interpretation in the event history
framework. Moreover, awide variety of suitable data structures for traditional models
can be yielded from the generalized event sequence as specia cases using the
presented time transformation property.

In the third part, data preprocessing was discussed. Some suggestions of suitable
tools were given and a pattern remapping technique was formulated. The ultimate
message was that sophisticated preprocessing incorporating the non-technical domain
knowledgein order to scale things down to asizefit for statistical analysesisthe most
important and time consuming part in the register based data analysis.

Finally the ideas were illustrated with a practical example. It was seen that register
based data analysis becomes very complicated and chalenging even in simple
situations. The perspectives presented in this paper propose many practicaly useful
approaches to solve fundamental problems encountered in the analysis of massive
second hand data sets.

All in al, every data analyst should remember that "statistics (data) are not
collected, but produced; research results are not findings, but creations' [50].
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