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Abstract. Vision-based human affect analyses is an active research area
for development of intelligent and interactive affective computing sys-
tems. These systems would be more effective, if they reliably interpret
the affective signals. Current research is mainly focused on improving
system’s accuracy and efficiency, to detect and recognize visually observ-
able signals such as face and body gestures. In reality, the relationship
between these signals and their subjective interpretation by humans is
quite noisy. In this paper, we propose an approach that relates few hu-
man gestures to the most probable affective states in a given situational
context. We utilize Bayesian network model to interpret human affect
using the knowledge base, developed on the basis of our pilot study. This
study was carried out to understand the affective response of students
attending a class lecture. We have extracted some meaningful gestures
out of that response, and propose real time detection and interpreta-
tion of these gestures to benefit real world applications such as affective
tutoring.

Key words: Affective tutoring, Bayesian networks, gesture analyses,
knowledge-base, situational affect interpretation.

1 Introduction

1.1 Motivation and Problem Statement

Imagine a scenario: you are attempting to learn a complex tutorial through
an affective tutoring system. During the proceedings, you start scratching your
head. Realizing your anxiety, the intelligent tutoring system decides to give you
some useful information about the current topic that resolves your anxiety and
you get back to the proceedings again. The described scenario reflects the ability
of the system to interpret human gestures, and use them for useful feedback to
its user. Promising applications such as this and others enumerated by [1], are
source of inspiration for growing interest in researching naturally-coupled human
to computer interactive systems. But, these systems will only perform well and
up to their users’ expectations, when they would reliably interpret their affective
state.



2 Abdul Rehman Abbasi

At present, vision-based affect analyses research is focused on improving the
efficiency of affect recognition methods and hardly any attempt could be found
that evaluates the reliability in recognition of affective states from visual signals.
Subjective reporting is a convenient way to validate human affect while mapping
gestures to affective states, though not the most convincing way, as it might be
influenced by biases and expressivity, but designing affective systems for humans
need their involvement in the process, so one should not overlook this aspect
during analyses.

In fact, the mapping between visible gestures and their interpretation itself
is quite noisy. The noisiness in mapping may be caused by inconsistency in how
different people react to a situation. This inconsistency might be due to per-
sonality difference, social and situational context and needs to be formalized by
some approach to interpret affective states reliably. Considering the situational
context might be helpful to address this problem.

From our pilot study [2], to understand human affect under a certain situa-
tion, we found few consistencies in certain mappings and in this research, we aim
to develop and evaluate such an approach which maps gestures to probable af-
fective states based on the proposition that probability of mapping is a function
of the situation under which these gestures were observed.

1.2 Overview of Existing Research

Do intelligent systems really need affective understanding of their users? Emo-
tion is a part of human intelligence [3]. Minsky [4] says that “the question is not
whether intelligent machines can have any emotions, but whether machines can
be intelligent without emotions.” As human, we expect a lot from our intelli-
gent counterparts and therefore we are quite justified to expect that intelligent
systems should realize our feelings and adapt accordingly.

During communications, we try to guess intentions and feelings of others,
from their behavior or body language. This behavior or body language is the
way they react to a situation or an event, and it reflects their affective state. An
affective state can be considered as instance when a person feels some emotion
such as “Sadness” or have certain mental state such as “Recalling”. As such no
precise and generally agreed definition of emotion exists. Recently, [5] describes
emotional states as not different from the processes such as thinking.

Humans’ intention, state of mind and emotion can be readily estimated by va-
riety of channels. These channels are verbal and non-verbal. In nonverbal human
to human communications, face and gestures are commonly used sentic modu-
lations [1]. Basically, sentic modulations are observable clues for affect mapping
and these include facial expressions, vocal intonations, gestures, postures and
other bodily changes. Darwin [6] emphasized the importance of facial expres-
sions as powerful and immediate means of communications. Mehrabian’s work
[7] also suggests that human facial expressions based signals convey about 55 per-
cent of the actual message. Inspired by these ideas, many researchers have made
valuable contributions by automatically extracting and analyzing such signals.
Comprehensive reviews related to such efforts can be found in [8–13].
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These automated systems are designed to extract emotions out of the avail-
able visual responses. The idea is to map facial expressions and gestures to
certain emotional categories. Some of them objectively classify facial actions us-
ing Ekman’s Facial Action Coding System [14]. In fact, the majority of the work
involves mapping stereotypical posed expressions, lacking spontaneity. Strong evi-
dences of the universality of certain facial expressions based on extensive research
studies by Ekman [15], supports the presence of few prototypical facial expres-
sions. But these expressions are subject to display rules, governed by societal
norms and cultural backgrounds [16].

Sebe et al. [17] also reported their work on extracting spontaneous facial ex-
pressions. However they observed that: (a) it was quite difficult to get a wide
range of emotions for all of the subjects, and (b) the facial expressions corre-
sponding to internal emotions are often misleading.

In a recent pilot study [2], we found some observable gestures, shown in
Table 1, that were probabilistically related to particular affective states in the
context of a classroom lecture. This lead us to propose, towards enhanced human-
computer interaction in intelligent tutoring systems, a framework for context-
specific probabilistic interpretation of gestures and an empirical evaluation of
that framework in a real-world classroom tutoring situation.

1.3 Objectives of Research

Whenever there exists uncertainty, we turn to probability as a means to cope
with uncertain situations. Interpreting affective states from gestures involves
uncertainty due to reasons described above, so we need to tune our system
accordingly. Bayesian networks are found to be quite useful to predict with
uncertain clues and incomplete information [18]. These are intuitive in nature
and provide a relationship between cause and effect, linked by the probability.
With a probabilistic inference of a particular gesture by a human in a given
situation, reliability of affect recognition system might increase. For the current
research, we propose to use Bayesian network and as proof of concept, we will
focus on the small knowledge base as illustrated in Table 1.
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Many researchers have successfully employed probabilistic methods for affect
recognition and emotion classification but as per our knowledge from the avail-
able literature, our proposed approach is the first ever effort towards probabilistic
interpretation of human affect from body gestures for a specific scenario. State
of the art work on gesture recognition [19], may be utilized for gesture detection,
prior to its probabilistic interpretation in the situational context.

The results obtained by this research may be extended to other situational
affect recognition applications. It may provide a feasible solution for reliable
affect recognition in a world of uncertain human behavior.

The rest of paper is organized as follows: Section 2 describes the methodology
for the proposed system. Section 3 highlights the system implementation. Section
4 concludes the discussion with expected contribution.

2 Methodology

Conceptually, our proposed model is based on utilizing the small domain knowl-
edge that we formed from our pilot study [2]. It consists of three basic modules
(Refer Fig. 1(a)). These modules are Action Detection, Inference and Decision
Action module. The Action Detection module estimates the probability of the
presence of a set of particular human actions (mentioned in Table 1) which are
interpreted by the Inference module. Domain knowledge will help in relating hu-
man actions to probable affective states. Finally, the Decision Action module will
provide user interface showing the recognized state. Each module is described in
detail in sections to follow.

2.1 Action Detection Module

As the human gestures (actions) that we desire to detect involve hand movement
relative to face, we propose to use skin color-based segmentation. Skin color based
information retrieval methods are quite prevalent and are oftenly used in human-
robot interaction applications [20, 21]. The detection of the relative position of
the hand from the face will identify the presence of a gesture as described in
Table 1. The feature vector retrieved from the segmented image will be used as
input to the classifier. Template feature vector for the target gestures will be
used to classify the input vector accordingly.

2.2 Domain Knowledge

The domain knowledge provides mappings between detected actions and affec-
tive states using a Bayesian network. Graphical models interfaced to data via
probability theory, such as Bayesian networks provide a simplified way to solve
problems that involve uncertainty and complexity [22]. They provide good re-
sults even with insufficient data. Bayesian inference uses a numerical estimate
of the degree of belief in a hypothesis before evidence has been observed and
calculates a numerical estimate of the degree of belief in the hypothesis after
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Fig. 1. (a). Conceptual model of proposed system, (b). Details of proposed system

evidence has been observed [23]. Bayesian inference usually relies on degree of
belief, or subjective probabilities, in the induction process and does not neces-
sarily claim to provide an objective method of induction. Bayesian probability
is an interpretation of probability suggested by Bayesian theory, which holds
that the concept of probability can be defined as the degree to which a person
believes a proposition. It suggests that Bayes’ theorem can be used as a rule to
infer or update the degree of belief when new information is presented.

At present, Bayesian networks are widely used in artificial intelligence ap-
plications. These include medical diagnosis, image understanding, speech recog-
nition, multi-sensor fusion and environmental modeling. Bayesian networks are
quite attractive for modeling emotion and personality especially in embodied
animated agents [24]. The reason is that they can cater nondeterministic phe-
nomenon such as human emotional response under various situations. They can
predict the likelihood of an affective state given a particular human action. Re-
searchers do favor the usage of high level reasoning for best inference of emotions
[25].

In our case, we have some probable affective states that are probabilistically
related to some given actions. The value of probability will determine this map-
ping. We infer the outcome using Bayesian network model for possible states
(Refer to Fig.2).

2.3 Inference Module

In fact, Bayesian network shows a relationship between cause and effect linked
by the probability. For the retrieved data from our pilot study [2], we found the
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Fig. 2. Cause-Effect relationship of human gestures and affective states

actions (effects) and the affective states (causes) as shown in Table 1 and Fig.2.
In the network of Fig.2, inference is straight forward application of Bayes’ rule.

In equation (1), we define posterior probability P (sj |ai) of an affective state
sj given a detected action ai, using Bayes’ rule:

P (sj |ai) = P (ai|sj).P (sj)/P (ai) (1)

Where P (ai|sj) is the likelihood of action ai, given the state sj while P (ai)
and P (sj) are the prior probabilities for action ai and state sj respectively. These
variables are interpreted as in relation (2) and (3):

aiε[Head Scratching, ........., Lips Touching] (2)

sjε[Recalling, Thinking, T ired] (3)

2.4 Decision Action Module

The Decision Action module provides an interface between the user and the
system. In our prototype, it will be a graphical user interface showing probable
affective state of the person (Refer to Fig.3). It provides the interpretation of
the affective state on the basis of inference made by the inference module.
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Fig. 3. Visualization by Decision Action Module

3 System Implementation

The proposed system will be trained using the data available from our pilot
study along with other positive and negative training examples. Testing will be
performed by real time deployment of the system. Input parameters to be used
are human actions, as detected by Action Detection Module. Domain knowledge
will describe the subjective interpretation in the specific scenario.

4 Contribution

Human affective state recognition is an active research area for a variety of rea-
sons. These include the need of natural human-to-machine communication for
applications such as human-robot interaction in a variety of domestic and indus-
trial applications. Other applications that may benefit from these analyses may
be categorized as educational such as affective tutoring. Affective applications
will be less effective if they do not consider the uncertainty of the relationship
between human gestures and underlying affect. With our proposed research, re-
liable gesture interpretation might be useful to produce effective systems that
use these interpretations for enhanced man-machine interaction.
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