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Abstract. Dramatic story-worlds require software agents with emo-
tional competences. I propose as building blocks for a computational
model of emotion explicitly bounded resources and concurrently active
processes acquiring and using the resources. A set of objectives for the
implementation of such a model is presented based on limitations identi-
fied in earlier approaches towards the same goal. The proposed method
for achieving these objectives involves incremental modelling of a growing
collection of emotional episodes, with a clear delineation of technically
necessary simplifications.
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1 Introduction

Story-worlds are virtual worlds inhabited by synthetic characters that provide
an environment in which users actively participate in the creation of a narrative.
Several projects that include simulated worlds target the area of interactive nar-
ratives ranging from plot-driven to character-based approaches [13,15,5,12,11].

Character-based approaches require synthetic agents with autonomy and per-
sonality. Affective agent architectures [31,10] are used to construct these au-
tonomous personality agents, and computational models of emotion are seen as
a prerequisite for the required emotional and social competences.

For my work, I propose a computational model of emotion based on the man-
agement of parallel processes and the resources they access. Although the target
domain is a virtual world, resources are intended for “physically” anchoring the
agent in the world. The construction of an affective architecture then poses the
question of what configurations of processes and resources are relevant for emo-
tional phenomena prominent in stories (from social emotion episodes such as
anger, shame, and gratitude to individual dispositions) and how are they coor-
dinated.

The proposed approach is based on experience gained in creating synthetic
actors [20,21]. The following section presents details on the limitations of ear-
lier approaches and the objectives that result from addressing them. I propose



to rethink the building blocks of affective agent architectures to provide for a
reasonably complete and integrated agent architecture [30,3] while delineating
shortcuts in modelling necessary for technical reasons or reasons rooted in the
targeted scenario.

2 Objectives

In earlier work [20,21], I constructed agents to be used in story generation based
on a BDI model by integrating an appraisal process and static reified emotion
types as described in the OCC-model [17]. This approach can be successful for a
given target scenario, i.e. if the details of the interaction between agents and their
environment are suitably restricted. Compared to the richness of emotional life
in humans, however, and also considering the possibilities of human-computer
interaction in recent virtual worlds, several limitations became apparent.

– Symbolic sensing and acting : The simulation of sensing and acting in a
virtual world by exchanging pre-structured symbolic information does not
match the intricate relation between perception and appraisal in real life.
The disambiguation, structuring, and valuation of information acquired in
sensorimotor interaction is an integral part of appraisal.

– Reified emotions: The use of a small set of distinct emotion types as a mech-
anism rather than a means of analysis/reflection circumvents the need for
a process-based implementation of finer granularity [19]. But emotions are
events over time, vary over time, and include constituent processes at differ-
ent time scales [7]. However, abandoning the use of reified emotions entails
the issue of what alternative approach to adopt to define the specific emo-
tional phenomena to be reproduced and evaluated. A possible solution may
be to focus on the framing of independent appraisals as they occur inside
the architecture or to defer to the recognition of expressive behaviour and
coping behaviour (as in human-human interaction).

– Rigid behaviour structures: Classical BDI architectures use planners that
are based on activity sequences of relatively coarse granularity. This often
leads to easily recognisable repetitiveness. The proposal to use parallel pro-
cesses that are by default independent is directly motivated by the need to
overcome this limitation. Such a collection of processes however then needs
flexible coordination mechanisms, regulatory components, and means to ac-
tively direct and focus attention (internally and externally). An agent that
is situated in a world often exploits the structure of the world itself to limit
the complexity of these coordination tasks. The embedding of the agent in
its environment forms the agent’s lifeworld [1].

These identified limitations led to adopting the following objectives and goals
for the design of a revised agent architecture and matching target scenarios.

– Sensing and acting over time: In a virtual world, the designer can choose
any mechanism for the implementation of sensorimotor interaction with the



environment. To allow for the inherently temporal nature of emotional phe-
nomena, a suitable mechanisms needs to be chosen. This is needed to in-
troduce dynamicity that overcomes limitations rooted in the shortcuts often
taken by symbolic approaches.

– Embodiment for virtual worlds: More generally the simulation of the vir-
tual world needs to take issues of embodied grounding into account [6,2].
Direct consequences are the consideration of boundedness and tractability
of the agent architecture. The (bodily) resources available to an agent are
necessarily bounded. This includes the processing capacity leading to the
necessity of tractable mechanisms. Further, the agent is “physically” located
in a world and thus needs to obey the laws of this world. It can also exploit
the structure this embedding provides in the form of its lifeworld.

– Multimodality : To ensure a virtual counterpart to sensing and acting that
at least approaches the breadth of human activity, I target a scenario that
involves four different modalities: seeing, hearing, smelling, and basic forms
of physical movement and manipulation. The complexity of these modal-
ities (and other objectives such as real-time interaction) limits the extent
to which they can be simulated. Therefore it is necessary to simplify the
mechanisms using for example false-colour rendering or simple spheres of
influence to model vision and hearing respectively. The consideration of mul-
tiple independent modalities shall ensure a suitable balance between detail
of simulation and broad coverage of agent-environment interaction.

– Human-computer interaction: Synthetic characters are intended for interac-
tion with humans in real-time. Targeting interaction with humans from the
start constrains the allowed pace of the model: timely interaction is neither
too slow nor too fast.

– Social setting : A social setting, interaction between two (or more) agents and
a human user, is fundamental in order not to lose core aspects of emotion
from sight [18]. Many emotional phenomena can only occur in social settings.

– Status of situational meaning structures: ‘Situational meaning structures’
[7] (or appraisal frames) are hypothetical constructs that aggregate infor-
mation of individual appraisal checks (or ‘stimulus evaluation checks’ [26]).
When process-based models of emotion are implemented, a decision needs to
be made on how, when, and whether to aggregate individual implemented
appraisal checks into such a larger structure [24]. Pre-existing and static
appraisal frames (such as reified emotion types) result in simple linear dy-
namics. To overcome this limitation, coordination mechanisms are needed,
but it is an open research question whether the effects of independent ap-
praisal checks are by themselves sufficient. The observed behaviour that is
usually explained by situational meaning structures should be an emergent
effect of such coordination (and any other) mechanisms.

– Parsimonity : From the perspective of designing an emotionally competent
agent, it is preferable to employ a parsimonious model that is readily under-
standable. However, this desire might contradict the objective of grasping
the complexity of emotional phenomena.



On a more general level, this research approaches the question of when emo-
tional mechanisms are warranted in artificial agents. For which constellations of
environment and agents are mechanisms modelled after human emotion useful
or necessary? What emotions can even occur in the limited virtual environments
that synthetic characters inhabit?

3 Method

I propose resources and concurrent processes as building blocks for the imple-
mentation of a revised model of emotional phenomena.

A process models one concurrent strand of activity in the agent. It can be
active, i.e. allocated a “processing time” resource, or dormant. A change to the
dormant state is triggered by waiting: for a specific resource; for communication
from another process; or for the notification of a change in an observed process.
A process can request control of resources. A process can start or stop another
process, and transfer its processing time and other resources to it. Similarly, a
(meta-level) process can act as a scheduler for other processes. Processes can
observe and inspect the status of other processes, their communication patterns,
their resource use, and request to be notified of changes in the preceding.

A resource is an abstraction for the limited control an agent has over the
part of the world that constitutes it. Processing time is an abstract resource
that limits the number and the speed of concurrently running processes. In the
context of a simulation on a serial computer, this translates to how frequently
and then for how long a process is allowed to run. Communication channels are
a specific form of resource that allow direct communication between processes.
Further, communication can be used as a means for synchronisation to model
interdependencies between processes. Resources at the boundary to the agent’s
environment group sensors and actuators, reflecting the fact that the agent is
always interacting with the environment rather than only receiving or sending
[4].

Explicit time management needs to be introduced to ensure that interaction
between subsystems (virtual environment and agent models) is scheduled in a
fair and predictable fashion.

This methodology poses a significant challenge: a sufficiently complete and
valid infrastructure is needed in which elements relevant for emotion are present
and functional. Rather than creating one general model, I aim to incrementally
model a growing collection of specific emotional phenomena. This approach al-
lows to reduce the effort involved in creating such an infrastructure by allowing
shortcuts to be introduced. One reason for the selection of the objectives intro-
duced above is that these shortcuts, and the shortcuts that any implementation
of a virtual world needs to take compared to real-world interaction, will be made
explicit. Focusing on one specific phenomenon at a time also helps to avoid in-
troducing unwarranted postulates needed in models claiming generality: e.g., a
set of a priori personality parameters and very general competences such as a



global planning process. See [22] for a first attempt at modelling an episode of
disgust.

However, for the development of a process-based model some structuring
principles are helpful. Based on earlier work [23], I use an initial typology of
processes (e.g., activities, behaviours, tasks, regulation processes, and action
tendencies) and based on the component process model of emotion [26], I as-
sume five principal domains of resources corresponding to the five organismic
subsystems involved in emotion.

3.1 Related work

The APOC framework [27] is intended to provide a universal formalism for (pri-
marily robotic) agent architectures, based on building blocks called components
that are connected by communication links. In [29], Sloman argues again that
what is generally called emotion needs to be defined more rigorously in terms
of architectural components and offers his own H-CogAff architecture. Another
high-level architectural account of the human mind very similar to H-CogAff has
been proposed by Minsky [16]. EM-ONE [28] is an implementation by Push Singh
based on Minsky’s theory that focuses on common-sense thinking in a physical
scenario with two agents. EMA [9] is a computational model of appraisal based
on the Soar architecture that implements checks posited by appraisal theories
based on a symbolic representation of the agent’s interpretation of its relation-
ship to the environment. In [14], the authors apply the model to a relatively
fast-paced emotional episode (captured on video) to model the dynamics of the
situation.

3.2 Evaluation

The evaluation of the proposed agent architecture poses a significant challenge.
The underlying motivation for implementing this system is the creation of syn-
thetic characters to be used in effective human-computer interaction. The design
of the architecture relies on and uses psychological theories of emotion. Its im-
plementation is a research endeavour in computer science.

Three different (though related) disciplines suggest three different evaluation
criteria: usability in the case of HCI, a test framework modelled after controlled
laboratory experiments for psychology, and tests of feasibility and performance
for computer science. In the scope of this work, relatively simple performance
measures defined on a specific target phenomenon seem to be the most suitable
evaluation criterion. An example could be a higher level description of a possible
interaction sequence that can be matched against the trace of actual runs of the
system. This can be used to test that intended phenomena do emerge for specific
starting conditions and user interactions.



4 Conclusion and Future Work

I have presented an incremental approach to modelling emotional episodes based
on concurrent processes. The concept of a resource is used to explicitly model
boundedness. These building blocks are motivated by the needs of modelling a
physical system, by the characterisation of emotion by psychological theories,
and by practical implementation concerns.

To limit the scope of the proposed work, I exclude considerations of the
ontogenetic development of such an architecture and the correspondence with
current knowledge about brain anatomy [8]. Another candidate aspect for future
work is extending the coverage of “higher level” capabilities such as complex
memory formation, planning, and deliberation.
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