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ABSTRACT
We are currently developing automatic natural language dia-
logue capabilities for assistence systems where the perceived
‘naturalness’ and ease of use for the systems’ users is a cen-
tral consideration. We are, in addition, aiming at generic
solutions that will enable a broad range of users to be sup-
ported. Our applications focus on issues that arise in the
spatial domain—that is, our assistence systems are con-
cerned with shared user-system tasks that are to be carried
out in both shared and non-shared spatial configurations.
The potential for miscommunication in these kinds of situ-
ations is extremely high since the perception and represen-
tation of space by our systems and by their human users
is generally quite different; nevertheless, the interaction be-
tween user and system must be made to work even in the
face of mutual non-comprehension. This potentially frus-
trating situation must be explicitly recognised and catered
for in order to keep the system and user in an effective work-
ing relationship, thus raising issues of producing language
with appropriate affect and of recognising the user’s affective
state. In this paper, we present how this capability is being
added into our dialogue architecture as an integral part of
the mechanisms for dialogue support in general. We relate
this to existing mechanisms for affective language genera-
tion/interpretation, user-adaptability and the importance of
maintaining a tight inter-relationship between language and
situation.

1. INTRODUCTION: CONTEXT OF OUR
WORK

We have recently started some cooperative work which is in-
vestigating how generated language can be made maximally
appropriate for the users of computational dialogue systems
by employing generic mechanisms of adaptation. Our aim is
to construct dialogue systems capable of actively supporting
a broad range of users with varying levels of linguistic, per-
ceptual and behavioural skills by means of natural and inob-
trusive natural language interaction. As one of our applica-
tion domains, we are building a dialogue system that allows
a user and an autonomous wheelchair (the Bremen ‘Rolland’
developed by the Informatics department of the University
of Bremen [26]) to interact via natural language concern-
ing spatial tasks, such as finding particular rooms, jointly
constructing maps of the (indoor) environment, etc. [39].

Robotic agents of this kind provide a particularly challeng-

ing set of requirements. First, the perceptual systems of
the robotic agent and its human users are radically differ-
ent. This means that there is a crucial need for flexible
mediation between the system and its user in order to nego-
tiate workable common terms and constructs. Second, there
is the expectation that system and user will be interacting
over a prolonged period: therefore the agent must function
as what has been described a Relational Agent [7], i.e., one
which maintains a ‘long-term socio-emotional relationship’
with its user(s). Since it has now been established that users
respond very favourably to systems which actively deal with
sources of frustration or difficulty in their interactions (see,
for example, the results cited by Liu and Picard [28]), it
becomes crucial that the high potential for miscommunica-
tion present in scenarios such as our autonomous wheelchair
application be appropriately channelled so as not to com-
promise the effectiveness of the user-system relationship. In
interactions of the kind explored here, our empirical inves-
tigations to date have shown that affective issues are con-
stantly arising; mismatches between the expectations of the
user and the abilities of the computational device lead to dia-
logic situations where it is important that the interaction be
maintained even in the face of communication breakdowns
(cf., [15, 16, 5]). We now see highly adaptive natural lan-
guage dialogue as one means of securing this safety channel.

This broad appreciation of the possible role of language has
now been taken in several systems (e.g., [14, 36, 28]). In
our own work, we are focusing particularly on the archi-
tectural design implications that this degree of adaptivity
brings for natural language components. We suggest that
it is necessary to go substantially further than classifying
an computational agent’s dialogic turns as being in need
of demonstrating particular emotional dispositions rather
than others (e.g., showing ‘sympathy’/‘empathy’ when giv-
ing bad news). We need in addition to be constantly moni-
toring both users’ utterances and system responses concern-
ing their affective ‘commitments’ in order to recognise trou-
ble as soon as possible (cf., [16, 5]). That is, we seek ulti-
mately to recognise the linguistic indications of particular
task-relevant and interaction-relevant affective states and to
respond to these appropriately, all within a generic dialogue
architecture.

As our work is only in its very early stages, we will concen-
trate in this paper on exactly how we are attempting to con-



struct the fine-level monitoring of affect and its consequences
for language within a generic dialogue architecture as an in-
trinsic component. We currently see affective adaptation
and its utilisation as a necessary consequence of our over-
all architectural decisions rather than as some non-essential
‘add-on’ and this raises a number of issues and design goals
generally relevant for discussion in this area. Our starting
point is therefore a reappraisal of ‘stylistic’ natural language
generation. While generating under ‘stylistic’ constraints
has been the focus of a number of generation projects in the
recent past (e.g., [33], the main use of style was to char-
acterise the language of a particular domain or text types
(e.g., labels of pharmaceutical products). We believe that
it is equally important to produce text appropriate to the
affective state of a user, thus adding a further dimension to
the kinds of ‘style’ at issue.

In order to achieve this, we have been led to consider is-
sues of affective language control from three main perspec-
tives. First, although language does not provide direct ac-
cess to emotional states, it does provide a rich variety of
clues that indicate an ‘abstract emotional disposition’ as a
connotation of language use. These clues are now receiv-
ing increasing study; work in this area blends into work on
style, affective style and subjective language in general [13,
42]. Second, we can see these clues as another example of the
highly systematic and coded relationship between language
and situational context that has received considerable study
under the guise of register; this has been explored func-
tionally by, for example, Gregory, Ure, Matthiessen, Martin
and many others [21, 40, 31, 30]. By maintaining a close
link between the mechanisms that we propose and existing
linguistic work that addresses the relationship between lan-
guage and its contexts of use, we believe that the computa-
tional mechanisms developed can be made to have the widest
possible scope of application as well as being able to draw
on a considerable body of previous linguistic results. Third
and finally, we require that our automatic dialogic partner
be highly adaptive—that is, the wheelchair is expected to
conform as far as is possible to the language requirements
of the user. Affective adaptation is then just one aspect of
a more general treatment of adaptation, and we are seeking
to ensure that it finds a natural place within the generic
mechanisms for adaptation that we are developing.

2. SOME DEFINITIONS
There are a broad range of conditioning influences that shape
the appearance of real texts in context over and above the
bare bones of what is to be communicated. These variations
have long been dealt with as aspects of ‘style’ [24]. However,
since ‘style’ remains a very broad term, it has not as yet led
to particular mechanisms for its coordinated control. This
is partly due to the very heterogeneous nature of the kinds
of phenomena that it has been made to include. To pro-
duce appropriate text, we prefer to exploit the theoretical
construct of register to the less formal notion of style. By
adopting the functional interpretation of register rather than
the more quantitative definitions suggested in work such as
that of Biber [6], we are able to define more rigorously both
the dimensions of variation relevant for identifying specific
situations that must be taken into consideration when gen-
erating language and the specific consequences of these di-

mensions for the language that occurs.1 Style, in contrast,
refers to a broad range of linguistic phenomena, and it is
often unclear what is covered by it.

Register has been studied at length in linguistics, and we
can thus draw on a long history of previous work. Essen-
tially register is a theoretical construct that characterises a
situation together with its consequence on language in terms
of 3 dimensions: ideational (the field of discourse), textual
(the mode of discourse) and interpersonal (the tenor of dis-
course, related to the participants and their relationship).
While a register can affect all levels of the linguistic system,
we restrict our focus here to the consequences of a regis-
ter choice at the lexico-grammatical level (i.e., the phrasing
level). The functional view of register allows us to posi-
tion quite precisely aspects of language use that are to be
included under particularly ‘affective’ factors of text produc-
tion. Affective factors fall under the tenor of discourse, as
it is this area that is particularly concerned with interper-
sonal relationships, evaluation and appraisal—all areas that
are particularly vulnerable to affective variation.

According to register theory, language is taken to co-vary
with situational factors. Affective language use can there-
fore be said to co-vary with tenor. We start, then, by charac-
terising tenor along the following three standard dimensions
proposed for this dimension of situations:

• Status (equal, unequal)

• Contact (involved, distant)

• Affect (marked: positive/negative, or unmarked)

With each value of these dimensions one can identify conse-
quences of the language that realises it and so can both con-
strain appropriate language production during generation
and recognise a speakers construal of the situation during
understanding—this therefore contributes to understanding
a users affective state during an interaction and guide the
production of language with appropriate affect. While a
range of linguistic consequences in this area are already
known and have been classified according to the registerial
‘values’ of tenor (cf. [29]), there is much still to investigate
empirically in order to improve our understanding further.
In this latter case, the setting out of the kinds of variation
possible serves as a valuable framework for integrating em-
pirical results as they become available and for guiding the
formulation of new hypotheses for precisely targetted em-
pirical investigation.

The next definitional issue with which we are concerned is
that of ‘adaptation’ itself. Here we choose to organise ap-
proaches to adaptation along a continuum of responsiveness.
At one extreme, and as implemented in computational in-
teractive systems increasingly frequently, adaptation means
that the style of interaction between a system and its user
can vary according to a broad classification of the type of
user involved. Traditionally in this area we find distinctions
such as those between ‘experts’ and ‘novices’ in various ar-
eas [35]—such as, for example, between doctors and patients
1An excellent review of the alternative positions and treat-
ments of the complex area of ‘register’ is given by Lee [27].



in healthcare situations [10]—or according to ‘interest pro-
files’ [34, 12]; broad settings of such profiles for website infor-
mation presentation are probably the most frequently seen
realisations of this style of adaptivity at present. Most so-
phisticated systems involving dialogic interaction and user
modelling already move away from the a priori setting of
user levels, however, in order to accomodate the changing
state of a user during an interaction. Most commonly this
involves the marking of particular pieces of information as
‘known’ (or at least ‘already presented’) so that in subse-
quent information offerings a modified form of presentation
can be adopted. This shows adaptation over the course of a
single interaction between system and user.

Research on natural linguistic interaction strongly suggests
that this latter kind of adaptability is a pervasive aspect
of successful communication. Speakers respond to previous
utterances in an interaction to demonstrate how they have
understood what has been said and automatically take on
features exhibited previously in the discourse. We consider
this facet of natural language use to be turn-by-turn micro
adaptation on the part of speakers. In essence, each turn in
a dialogue is ‘adapting’ to previous turns.

Work in the tradition of Garrod, Sanford, Anderson and oth-
ers [18, 19] has long argued for such fine-scale co-ordination
of speaker turns during interaction. For example, and par-
ticularly relevant for our application scenarios, particular
conceptualisations of spatial situations are negotiated, rati-
fied or rejected during dialogue and form an essential basis
for the interactive achievement of shared meaning. This
work has recently been taken considerably further in its im-
plications for dialogic interaction by the ‘alignment model’
proposed by Garrod and Pickering [17, 37]. Pickering and
Garrod [37] argue that successful dialogic interaction is a
result of an automatic process of converging situational rep-
resentations of speaker and hearer: this process, termed
alignment, is brought about by an automatic convergence,
or alignment, occuring at other levels of representation (e.g.,
lexical, syntactic, semantic) during interaction. This conver-
gence, in turn, causes the linked situational representations
to converge. The main psychological mechanism posited for
driving alignment at all levels is priming, whereby the pro-
duction of one form by one speaker makes it more likely that
such a form be produced by another speaker.

In our work we are currently exploring a closer relationship
between the alignment proposal and register negotiation be-
tween speaker and hearer. This direction is also suggested
by Pickering and Garrod’s remarks concerning the relation-
ship between previous psychological research and generative
syntax—and, in particular, approaches that prioritise de-
contextualised sentences. Pickering and Garrod argue that
prioritising decontextualised sentences has made it more dif-
ficult for theoretical accounts to see the natural processes of
alignment by which dialogue functions. From our perspec-
tive, however, since the functional view of register adopted is
drawn from a linguistic orientation which insists on the cen-
trality of relating use of language to context [22], it becomes
more natural to consider possible interconnections between
its linguistic models and Pickering and Garrod’s proposed
architecture.

Much of the theoretical foundation for such a consideration
has already been considered in Bateman [1], where the re-
lationship between fine-scale adaptation and the functional
view of register was formalised in terms of micro-registers.
The essential idea here is that just as register describes the
relationship between broad situations and the language that
occurs in those situations, so does micro-register describe the
additional relations that occur within a situation, particu-
larly a dialogic situation, as that dialogue/situation unfolds
in time. Register is seen pre-formally as a co-variation of sit-
uational features (drawn from the areas of field, tenor and
mode) with lexico-grammatical features. Micro-register sees
further the relationships imposed by register as underspeci-
fied sets of constraints that are then filled in and stabilised
in particular ways during any given interaction.

Pickering and Garrod argue that alignment makes both pro-
duction and comprehension easier by providing ‘routines’
that, once negotiated between speaker and hearer, can be
employed without the need for further decision-making. This
ability is achieved by aligning linguistic levels of represen-
tation so that both speaker and hearer can rely on common
communicative strategies having a particular effect over a
particular stretch of interaction. Registers, on the other
hand, have traditionally been associated with particular pat-
terns of linguistic features or constructions co-occuring more
frequently in some situations than others. Language pro-
duced within one register will show these co-occurence pat-
terns more than language produced within other registers.
Now, when we add micro-registers to this picture, we can
see that the features that are to co-occur become sufficiently
specific as to include particular (partial) constructions, lex-
ical selections and semantic strategies. This is precisely the
same effect of making available shared ‘routines’ as proposed
for alignment. The difference between register and micro-
register is then largely one of specificity.2

As a brief example of these concepts, we can adapt one of
the examples given by Pickering and Garrod. If one speaker
in a dialogue uses the phrase “the sheep that’s red” rather
than “the red sheep” to assign a colour to some sheep under
discussion, then alignment predicts that, via priming, the
other speaker will subsequently be more likely to use the first
strategy rather than the second, too. Within the semantic
formalism that we employ, the intended meaning for these
alternatives has a common representation:3

(s / sheep

:property-ascription (r / (color red)))

Then, within our linguistic model and the description of
lexico-grammar employed (essentially systemic-functional
grammar as set out in Halliday and Matthiessen [23] and

2Given that within our linguistic model the levels of repre-
sentation are already in a strong inter-relationship of real-
ization, we also predict that alignment at any level will bring
about alignment at other levels, just as Pickering and Gar-
rod propose. Further discussion of this is, however, beyond
the scope of the current paper.
3This semantic representation is based on the sentence plan-
ning language (SPL) originally defined by Kasper [25], and
subsequently used in several natural language generation
systems.



semantics lexicogrammar
(s / animal

:property-ascription

(r / colour ))

post-modification

Table 1: A simple microregisterial setting that pairs
an underspecfied semantic expression with a gram-
matical constraint

described computationally for natural language generation
in Matthiessen and Bateman [32]), we can characterise the
production of an associated utterance as follows.

If we do not provide any further constraints, then both
of the possible utterances above (and several others) can
be generated with our English grammar. However a se-
lection between these can be forced (in this case) by the
choice between contrasting grammatical features: for ex-
ample, somewhat simplified for the purposes of discussion,
‘pre-modification’ vs. ‘post-modification’. By default the
grammar tries to make a sensible choice between these on the
basis of how much semantic material is to fit in the property
ascription (e.g., ‘the red sheep’ vs. ‘the sheep that used to
be red every other day’), but we can also choose to pre-select
the relevant feature in advance. Such pre-selection has pre-
cisely the effect of priming for one construction rather than
another that Pickering and Garrod associate with alignment.
This, then, is a minimal micro-register: we can state that the
production of this grammatical form primes for the actually
selected lexico-grammatical features rather than those that
would in principal be possible but which were not selected.

This can be made arbitrarily more complex. The actual ex-
ample given by Pickering and Garrod draws on experimental
results from Cleland and Pickering [11] which showed that
the priming effect was much stronger when ascribing a colour
to a semantically similar entity. That is, “the sheep that’s
red” was produced far more often after hearing “the goat
that’s red” than it was after hearing “the book that’s red”.
This shows that the micro-register must consist not only
of preselected lexico-grammatical features but, instead, of
(at least) pairs of semantic:lexico-grammatical expressions
that are contingently associated during an interaction. The
micro-register established in the current case might then be
summarised by the pair shown in Table 1.

The exact degree of specificity for the semantic types (i.e.,
any ‘animal’ or just ‘mammals’, any ‘colour’ or some partic-
ular range, etc.) must be ascertained empirically; the basic
mechanism for the formation of such locally active ‘routines’
or micro-registers is, however, relatively clear. We therefore
can import accounts of ‘partially idiomatic’ expressions and
fixed phrases (all interpreted as more or less underspecified
fragments of syntactic structure) and combine these with
our notion of dynamically grown micro-register pairings for
tracking spontaneously created routines during dialogue.

The final link to our main theme in the current paper, that
of affective adaptability, is then to focus on just one area of
linguistic variation: that is, the area of linguistic variation
picked out by slicing through the tenor component of reg-
ister and micro-register. Tenor values are taken up and re-

fined, changed, negotiated during an interaction just as has
been indicated. Whereas the micro-registerial pairing shown
above involves meanings taken from the field of‘register con-
cerned with colour ascription, we can equally consider such
pairings for semantics drawn from the affective areas. This
is then to be captured by adaptive/aligning micro-registerial
variation in precisely the same way so as to produce text that
matches the affective state of the user, or text that reflects
a different affect in an attempt to change the affective state
of the user.

3. SOME MECHANISMS
Although we are now beginning to see more systems that
explicitly take on the problem of controlling ‘style’ in gener-
ation, we suggest that this is still mostly seen as some extra
functionality that is grafted on to an existing account. In
contrast, we argue that since language must always be pro-
duced with respect to a register and that micro-registers will
necessarily be established during any interaction, phenom-
ena such as alignment will also necessarily follow.

Several kinds of mechanisms have now been proposed in the
literature on affective generation that include approaches to
‘style’. We can distinguish, for example, following loosely
on the categorisation provided by Paiva and Evans [33], be-
tween those approaches to style that rely on the identifica-
tion of co-occuring linguistic features in texts taken to ex-
hibit stylistic varation and those approaches that see style ef-
fects as strategic choices in order to realise non-propositional,
including ‘affective’, communicative goals. The former, Paiva
and Evans describe as adopting a ‘corpus-based’ definition
of style. Although this is attractive for several reasons—
particularly, for example, in its ability to cover a more or
less continuous space of stylistic variation—we also see po-
tential drawbacks with the degree of control that can be
brought about. Paiva and Evans follow the factor analysis
approach of Biber [6] and uncover, on the basis of their cor-
pus analysis, two dimensions for controlling stylistic varia-
tion. This can only provide variation with very broad brush
strokes, and there is as yet little evidence in favour of re-
ducing style in general to two parameters. That this is not
simply a problem of the size of the corpus adopted is shown
by Biber’s larger study, which still only managed to produce
six or seven dimensions of variation with reducing returns
as the number of dimensions were increased.

However, the generation mechanism pursued by Paiva and
Evans is claimed to be generally applicable. All that is re-
lied upon is that the adopted generation system makes avail-
able choice points that control variation with respect to par-
ticular inputs; such choice points are then typically places
where non-propositionally related grammatical alternatives
are covered. Certainly within our own adopted grammars
there are very many such choice points, and so we can envis-
age employing a hybrid approach where strategic control of
non-propositional (non-ideational in our terminology) choice
points is augmented with selections from a broad stylistic
space. This may be a more appropriate model than more
discrete control of linguistic features by stylistic parameter
values [24, 20].

Among the generation systems that rely on the strategic ap-
proach to controlling style, several have recently attempted



to include politeness within their capabilities in a more so-
phisticated fashion. These systems commonly adopt results
from Brown and Levinson [8] and their discussion of the in-
fluence of face on the communicative strategies employed.4

In Porayska-Pomsta and Mellish [38], for example, two di-
mensions for describing face are isolated, autonomy and ap-
proval, and these are adopted as the contextual variables
which are set in order to guide generation. The actual
matching of contextual variables with linguistic choices is
managed by a Bayesian Network. Again, we see this as ad-
dressing one possible aspect within a more generic approach
to relating language to contextual variables: approval and
autonomy could be envisaged as particular finer features
within the tenor component of register. We thus need to
investigate whether the kind of mechanisms employed by
Porayska-Pomsta and Mellish might also usefully apply to
the other features of tenor.

The approach of Walker et al. [41] is broadly similar, al-
though it includes a more interesting view of the function
of style as such. Walker et al. propose that the particular
stylistic choices made are a key aspect of an agent’s charac-
ter. Making such selections appropriately and consistently
is therefore an important part of presenting a coherent pic-
ture of self. This approach draws on both standard speech
act theory and various approaches to social interaction, in-
cluding again that of Brown and Levinson. They adopt a
traditional distinction between illocutionary force and alter-
native surface realisations (corresponding in our account to
tenor and mode features and the diverse grammatical forms
that these can be mapped into), augmented by an ‘emo-
tional’ stance that additionally controls finer variation. As
would be expected, some of the particular dimensions of
contextual variation employed for selecting between speech
act realisations are as in our account: it is well known that
the dimensions of social distance and power influence lin-
guistic variation [9, 29]; the breakdown of face into approval
and autonomy is also found here. The variation particularly
concerned with affect is treated orthogonally to the contex-
tual variables. Agents are simply allocated an emotional
‘disposition’ (e.g., ‘angry’, ‘annoyed’, ‘sad’ and so on) that
provides additional constraint on the language produced,
particularly involving the acoustic properties of the speech
synthesised.

Walker et al. then present a threat function which eval-
uates the values of contextual variables for a given situa-
tion combined with a ranking of the ‘imposition on face’
that particular speech acts invoke. This function carries the
load of selecting both among the possible grammatical re-
alisations of particular speech acts and among the speech
acts themselves. The actual choice of speech act is medi-
ated by the classification of politeness strategies formulated
by Brown and Levinson. The lowest values of the threat
function lead to direct strategies; the highest values lead to
off-record strategies. This provides a sophisticated way of
selecting among speech acts during conversational planning
and supports contextually appropriate linguistic selection.
However, the kinds of realisations associated with particu-

4Note that ‘face’ can be seen as a crucial abstraction over
tenor relationships, one that is primarily concerned with
maintaining certain values of interpersonal relationships and
evaluation of self.

lar speech acts appear to be relatively fixed; each speech act
type has an associated default syntactic form. Moreover, the
kind of ongoing adaptability necessary for genuinely natural
dialogue is not yet present.

In contrast to these approaches, we attempt to preserve
a broadly strategic functional control of the registerially-
conditioned linguistic alternatives while, at the same time,
doing justice to the flexibility in expression observed for this
phenomenon. We have already investigated several of the
mechanisms required to produce language under register-
control in our previous work [2, 3]. Building on this, we
propose that we need 3 distinct mechanisms in a genera-
tion system in order to allow register to effectively control
phrasing:

1. the selection of which ‘size’ (more technically, rank)
of grammatical unit is to be used for given semantic
classes;

2. the construction of a subgrammar, which controls the
grammatical options available; and

3. a controlled mapping of instances in the world (i.e,
concepts in a domain model) to a linguistic ontology
which will guide the grammar during generation.

These mechanisms are quite general and are sufficient for
providing a very rich and varied range of linguistic phrasing
variation that nevertheless remains under functional control.

We have explored these mechanisms separately in several
prototype natural language generation systems. The first
two were originally presented in Bateman and Paris [2],
while the latter played a central role in the architecture de-
scribed in Bateman and Teich [4]. We are now building on
this work in two ways. First, we combine them all within
an integrated architecture; second, we utilise their full po-
tential during interaction. It is the second extension that
now makes contact with, on the one hand, the interactive
alignment model of Pickering and Garrod and, on the other
hand, with adaptive language production.

The first example of variable rank semantic-grammar associ-
ations we explored involved such cases as logical quantifiers
in a semantic representation being mapped to clauses or de-
terminers depending on the tenor variable of expertise. That
is, the single formula component:

∃x.signal′(x)

could appear in a surface text as either there exists a sig-
nal (clause association) or a signal (determiner association).
We can now relate this directly to the example of adaptive
alignment and micro-registers given above. The semantic
expression involving the attribution of a color to an entity
can be associated either with a clause (giving that is red)
or with an adjectival group (giving red as in a red sheep).
Formerly we hypothesised that such variation is an essential
part of register variation across full registers; now we add
to this the possibility that the association be established
locally during a single interaction.



This may naturally combine with the selection of a subgram-
mar. When we have a greater degree of constraint on the
grammatical side of the association, we can naturally refer
to this as a ‘subgrammar’. In the trivial case of the ‘red’
vs. ‘that’s red’ variation we can talk of the former as involv-
ing a subgrammar where the postmodification option is not
present, and the latter as involving a subgrammar where the
premodifying adjectival group is not present. Crucially, this
constraint can apply either for entire registers or for par-
ticular semantics-grammar associations as developed during
interactive alignment. Whereas in the present case the result
is almost over-determined, it is not always the case that the
grammatical constraints can be expressed so simply. This
may lead to more interesting subgrammar selections that
involve a variety of feature (pre-)selections and restrictions.

This has the following consequences when applied to af-
fective generation. Alignment refers to the phenomenon
whereby a hearer changes his or her speech to ‘match’ that
of the speaker, so that, eventually, both participants in a
dialogue will converge. Using our theoretical perspective,
alignment can be construed as a person adopting the register
of their interlocutor, or the participants co-creating a new
micro-register, starting from the registers they individually
had at the beginning of the interaction. Computationally,
then, this means a system needs to (1) be able to recog-
nise the register of its user and (2) employ the mechanisms
introduced above to move smoothly into the new register.

In a dialogue, a number of strategies may be adopted by
the system, depending on the situation: for example, the
system may choose to align its register to that of the user;
alternatively, the system may choose a register different from
that of the user in an attempt to make the user change his
or her own register. This may be important in affective
computing: for example, a system may choose to be very
calm and polite when the user is showing signs of anger, in
an attempt to smooth the user. It is important that a system
be able to make this choice explicitly, reasoning about it
and about its potential consequences on the user and the
interaction. In our current work, we are planning series of
experiments to see in what ways, and under which precise
conditions, a user is indeed influenced by a computational
systems utterances to the extent of aligning with it.

4. SOME ISSUES
In this section, we briefly suggest some of the issues that
arise within our approach and which are in need of further
discussion.

First, the approach to register and micro-register we employ
clearly places register at a central position in the generation
architecture. There has been discussion of whether descrip-
tions in terms of register function causally for generation
or whether they are epiphenomenal. We can see from our
discussion above that, unless there is some shared repre-
sentation between interlocutors, then there is little basis to
expect alignment to occur. Therefore registers in this sense
play a causal role in the generation process.

Second, we see that for interaction all the mechanisms em-
ployed need to be active during run-time. The consequences
of this need to be explored. Whereas they add to the com-

plexity of the process, it remains to be seen if the corre-
sponding simplification caused by the availability of con-
strained ‘routines’ and preselections of mappings and sub-
grammars provides a counter-balancing reduction in com-
plexity overall.

Third, although we have focused more on language produc-
tion, we believe that the constructs appealed to are also
essential during interpretation. This also follows from the
Pickering and Garrod model since they argue strongly that
production and interpretation must be closely linked. We
see in our model that it is certainly the case that an inter-
pretation process must deliver potential micro-register as-
sociations: this is a task over and above that normally ex-
pected from analysis components, and the extent to which
this is feasible needs to be investigated more closely. We also
see clear advantages of a micro-registerial specification for
analysis, for example in the provision of very finely-grained
subgrammars that might be used to constrain speech recog-
nition on an almost turn-by-turn basis. This also places cer-
tain requirements on speech recognition technology: com-
ponents that are not able to readily change their gram-
mar models will not be able to benefit from these potential
sources of constraint.

Fourth and finally, Pickering and Garrod have not addressed
particularly the notion of affective alignment. We can see,
therefore, how a grounding in the more finely articulated
notion of register can lead to clear extensions in the areas
of concern to be investigated and, hopefully, subsequently
controlled. An area that we will investigate particularly is
to what extent the notion of alignment proceeding automat-
ically needs to be modified when we are considering affec-
tive language production. A simple alignment model could
well lead to an explosive spiral of emotion-laden language:
for example, if a speaker’s utterance contains many lexico-
grammatical clues for a highly agitated and frustrated emo-
tional disposition and the system aligns to this behaviour,
its utterances will also be highly agitated and frustrated! It
is clear here, therefore, that a simple carry over of the align-
ment model will not be fully adequate for sensible affective
adaptation. It must equally be possible to encourage strate-
gies of anti-alignment, or counter-alignment, that can aim
at positively influencing the user. The exploration of the de-
liberate construction of counter-aligning moves in a dialogue
is one of our current main areas of concern. This falls under
the broad area of shaping in the sense of Zoltan-Ford [43].

5. NEXT STEPS
In this paper, we have set out an approach to affective and
adaptive language production that draws together results in
a variety of areas. In particular, we have argued for some
general constructs and mechanisms for controlling the pro-
duction (and potentially the recognition) of affective lan-
guage. We have further argued that the interactive align-
ment model of Pickering and Garrod provides a convincing
basis for taking seriously notions of automatic convergence
of language behaviour. Moreover, we suggest that Picker-
ing and Garrod were forced to try and reinvent much of
an appropriate linguistic account because of their assump-
tion of a “traditional” individualistic, generative account of
the linguistic system. In contrast to this position, we have
been able to draw on and instantiate linguistically a model



of adaptive behaviour that already commits to much of the
inter-individual properties that Pickering and Garrod are at
pains to demonstrate. Register and micro-register as essen-
tially inter-individual phenomena provide a natural ground-
ing or linguistic home for the psychological model Picker-
ing and Garrod set out—one that already includes much
of the apparatus required for the more complex notions of
(partially fixed) routines and shared levels of representation
foreseen.

Within this context, we have provided an overview of some
of our current work started within a collaborative project.
Although quite preliminary, we nevertheless believe that suf-
ficient issues are raised of both theoretical and practical for
valuable workshop discussion. Within this framework, we
must regard the dialogic contributions of system users as
necessarily being indicative of affective states in an abstract
sense by virtue of their positioning along the dimensions of
tenor. The response of the system must also then determine
whether to align or counter-align, thus adapting its inter-
action strategy according to what will be considered most
effective for the continuation of the working relationship be-
tween system and user. The system must then be able to
control its lexico-grammatical resources to produce the lan-
guage reflecting the chosen affect. For these reasons, we
now believe that affective language adaptation and dialogic
alignment will need to play an increasingly important role
as affective computing develops in the future.
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