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Abstract

We describe an interactive system that enables constructing and evaluating arguments when communication is not necessarily sincere. The system considers the possible differences between its own beliefs and the beliefs it ascribes to the interlocutor, to exploit them at its advantage; this can be done by representing uncertainty in the mental state of the interlocutor and in the reasoning process. In order to select the argument(s) that best achieve the deception goal, a list of ‘candidates to deception’ is selected according to a few defined strategies and various ‘weights’ are attached to each of them. We describe how the prototype enables verifying the appropriateness of the methods employed in simulating various forms of deceptive argumentation.
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1. What is a ‘deceptive’ communication?

Let us start from the following, basic question: “What is it that makes ‘deceptive’ the communication of a Speaker S to a Addressee A?”. Contrary to a common view, it is not necessarily a contradiction between what S believes and what he says: he might very well deceive A while saying the truth or without saying anything; deception is a more general category of lie, that is of ‘saying the false’. The difference between a ‘sincere’ and a ‘deceptive’ act is in the difference between the Speakers’ belief about the communicated fact and the goal he aims at achieving, with this communication, in the mind of the Addressee. Again, this difference does not necessarily require ‘inverting the truth value of A’s belief’: S might very well desire to leave A in (or induce her into) ignorance about a fact, or to just influence her a bit, either positively or negatively. Obviously, if communication directly concerns the fact that is the ‘deception object’, S will be led to lie, in order to deceive A. But, if S applies ‘indirect’ forms of deception by talking about facts (that we will call ‘deception media’) that are related to the deception object, then his choice of what to say will be larger and he will not necessarily lie. The first case corresponds to answering to precise questions, of the type ‘Is that true?’; the second one may be encountered in other situations, such as responding to ‘Why?’ or ‘Tell me something about that problem’ question types. In this second category of cases, S will have the opportunity of selecting his answer among various alternatives. 

In previous papers, we examined the deception forms that were applied in some ‘natural’ dialogs in the medical domain (4( and considered, in particular, deception in responding to ‘Why?’ questions (6(. In this paper, we wish to examine which models of the Addressee the Speaker needs to build, when planning indirectly deceptive communicative acts to respond to ‘Tell me something about that problem’ questions: we will show, in particular, the advantages of choosing belief networks to represent mental models of the two participants to the information exchange.

2. The art of deception

Humans apply a large variety of deception forms, in their communicative acts, and they are not necessarily ‘uncooperative’ in doing that, as they may even deceive ‘for the benefit of their interlocutors’ (2,3(. Deception may be active or passive, according to whether something is done, by S, to achieve his goal or not. It may be applied directly to the deception object or indirectly to it, through some deception medium; in this second case, it may be applied to causes or to effects of the deception object or may be aimed at diverting the interlocutor’s attention towards a fictitious cause or effect (for a more detailed analysis of this large range of deception forms, see (7().
3. Evaluation measures in planning deceptive acts

Deception may be active or passive, according to whether something is done, by S, to achieve his goal or not. It may be applied directly to the deception object or indirectly to it, through some deception medium; in this second case, it may be applied to causes or to effects of the deception object or may be aimed at diverting the interlocutor’s attention towards a fictitious cause or effect (for a more detailed analysis of this large range of deception forms, see (7().

Beyond intentionally insincere assertions, there is always some interest of the Speaker, the need to achieve some goal about the domain-state. S selects the communication that best achieves this goal based on a joint evaluation of the following aspects:

a.  efficacy of the deception object in achieving the domain goal and impact of the deception medium on the deception object. The combination of the two measures formalises the fact that not all moves or strategies, not all proposed evidences or beliefs produce the same effects on the Addressee’s mental state;

b.  plausibility of the communicative act  to A: this relates to the likelihood that A will get convinced about the fact after S’s communication, that she will come to believe it;

c. safety of the communicative act : this is linked to the risk, to S, of being discovered, by A, in a deception attempt. This feature combines two risks: the risk of not being believed and the risk of being blamed. The risk of being suspected in an attempt to deceive depends, in its turn, on various factors, the most important of which are the following: (i) how plausible might be, to A, that S believes in what he says and (ii) whether A may come to understand that her believing in that fact is in S’s interest and advantage. Even if A suspects S of a deception attempt, she might not necessarily blame him for this, for instance because she hasn’t got enough evidence;

d.  reliability of the mentioned information source: in communicating the fact, S may mention an information source to support his statement; in doing so, S will consider the reliability of this source, again according to A.

4.  A Deception Simulator: Mouth Of Truth

Mouth of Truth is a system that enables simulating the way that a potentially deceptive communicative act may be planned. The System plays the role of the Speaker (the potential ‘deceiver’) and the User the role of the Addressee. The problem considered may be stated as follows. Given:

· a domain;

· a mental state of S, as a set of beliefs about the domain that we represent with a bayesian network OWN-S;

· a set T of domain facts that the Addressee declares to know,

· a domain fact p that is taken as the ‘deception object’,

plan a communicative act that responds to a given goal (for S) about the Addressee’s belief in p: (GS BA p) or (GS (BWA p).

[image: image1.png]S —

@ 1_Sc_enemies. -
Femm 6154 tue
- 38.45 false

@ 1_Sc_seen_to_fight
[ w— 10020 true

. I_has_means _to_kill_Sc
[ w— 10020 true

- false
. I_has_motives_to_kill_Sc
Fomm 5445 tue
Lm 3555 false
@ I_has_opportunity_to_kill_Sc
Fem 5000 true
Cmm 5000 faise
Famm 6723 tue
- 3277 false

@ 1_out_Sc_window_with_ladd

Fmmm 5950 tue
— 4050 false
@ 1_shot_out_Sc_window
Fmm 5000 tue
Lmm 5000 faise

@ 1_used_his_own_gun
[ w— 10000 true

@ slnuIEJersnn out_Sc_wind:
[ w— 10020 true

- false

- false

- faise

_has_opp

v

M Deception Object
M User's Belief





Fig. 1. A screen of the web interface of Mouth of Truth

The System interacts with the User through a web interface which enables her to select a domain and to declare what she knows about it. S builds a image of the mental state of A (IM-S-A), consistently with his own mental state (OWN-S); this image differs from OWN-S in the number of nodes and, consequently, of arcs connecting them. The two models are built so as to be probabilistically compatible: this means that the prior probabilities associated with the nodes they share are the same. Figure 1 shows an example of how the two models are displayed (IM-S-A on the leftside and OWN-S on the rightside). Once IM-S-A has been built, the truth values of the facts in T are propagated in it, and the System looks at the probability that A assigns to p, in her present state of knowledge. The candidates to communication are selected, by S, by considering the factors we mentioned in Section 3: efficacy, impact, plausibility and safety of the candidate; the system justifies its choice in terms of the deception strategy that would bring to select every candidate in the list. We now examine in more detail some of the steps that the system follows in its reasoning.

5. Which beliefs to ascribe to A
“An obvious way to ascribe beliefs to other agents is by using their utterances (and actions) as a basis.... One method is to have stereotypical models,... A second method is to take the system’s beliefs as a basis, and perturb them in some fashion to generate the beliefs of other agents” (1(. If the second approach is adopted and both models are represented as belief networks, the following alternatives in the relationship between OWN-S and IM-S-A may be identified:

· a identical model, in which the structure of the two models is the same;

· an overlay model, in which IM-S-A is a sub-network of OWN-S;

· a shift model, in which IM-S-A is partially overlapped to OWN-S.

The two models may be either ‘probabilistically compatible’ or may differ in their parameters, and therefore in the prior probabilities of the nodes they share. 

What is there of particular, then, when a potentially deceiving act is planned? How should IM-S-A be built in this case? The assumption we make is that, if S wants to leave unvaried the Addressee’s belief about the deception object, he will be particularly prudent in evoking facts that are not ‘in focus’ and will behave so as to avoid to saw doubts in the Addressee’s mind. Therefore, his communicative acts will try to keep ‘as close as possible’ to the beliefs that he may consider as ‘active’, in the given phase of interaction, in A’s mind
. This strategy is convenient also when S’s goal is to change A’s belief about p: in fact, by avoiding to talk about facts that are not ‘active’ in that phase, S reduces the risk of deceiving unnecessarily, by not mentioning facts to which A was not thinking at the moment and whose truth value might become evident in a future phase of interaction. Obviously, the set of active beliefs is inherently dynamic: some of them may become ‘inactive’ after some time, other may activate as far as the dialog goes on. However, when deception may occur, S will tend to keep a memory of all facts that have been active ‘not too much long ago’, in order to insure the safety of his communicative acts. Let us see how the belief ascription module is implemented, in Mouth Of Truth.
a. Creating a structure for IM-S-A
Given a belief network D, we call:

ND={n1,…,nm} the set of nodes in BN and pi an assignment of value to the multivalued variable associated with ni; the deception object corresponds, in particular, to an assignment of value to the node nd ; 

CD = {(ni, nj) |i,j = 1,…,m; i(j} the  set of the arcs belonging to BN.

The process of building IM-S-A includes two steps: “Creating IM-S-A’s structure” and “Assigning parameters to IM-S-A”. 

As we said, in S’s image of A’s mental state, only the active beliefs of her mind are represented: this set includes the nodes that A declared to know and the node nd. As, in the present prototype, IM-S-A is built as an ‘overlay model’ of OWN-S, by taking the assumption of ‘commonality’ (1(, nodes in T are linked to nd in the same way that they are in OWN-S. IM-S-A is then built by applying to OWN-S a ‘pruning’ algorithm that saves the nodes in T and the node nd  and insures that the shortest path in OWN-S bringing from each element of T to nd is preserved. The algorithm is outlined in figure 2: every node ni belonging to T is analysed, to verify if it is directly connected to nd. If this is the case, a path from ni to nd has been identified and the following node in T is selected to be analysed; otherwise, the same procedure is recursively repeated on the set of nodes that are ‘parents’ of ni. This algorithm reflects a situation in which S derives, from the initial declaration of what A believes, the minimum information about her mind.

_____________________________________________________________________

nodes_to_explore(T;


construct_IM_S_A(nodes_to_explore);


For each  ni ( nodes_to_explore


if (ni, nd) ( COWN-S or (nd, ni) ( COWN-S




push ni in explored_nodes;








while not_empty (explored_node)


current_node( pop explored_nodes


insert current_node in IM_S_A;





empty explored_nodes;

   



else

      



push ni in explored_nodes;


construct_IM_S_A (connected_nodes(ni))
Fig.2. The algorithm that builds the structure of IM-S-A.

b.  Assigning parameters to IM-S-A

Two models are probabilistically compatible if the prior probabilities associated with the nodes they share are identical. Application of the Bayes theorem allows to insure compatibility between OWN-S and IM-S-A: the procedure outlined in figure 3 considers the case of a node having two parent nodes, one of which is deleted; it may be easily extended to the case in which more than one parent node is deleted. 

_____________________________________________________________________

Let BN be a Belief Network such that: 


NBN = {nj,nh,nk} is the set of nodes of BN;


CBN ={( nj,nk),(nh,nk)}is the set of arcs of BN;


{PBN(nk|nj,nh),PBN(nk|(nj,nh),PBN(nk|nj,(nh),PBN(nk|(nj,(nh)} 




are the conditional probabilities associated with the node nk;


{PBN(nj),PBN(nh)} are the prior probabilities associated with 




the nodes nj,nh.

Let BN-r be the probabilistically compatible (with BN) belief network that is obtained from BN by deleting the node nh and the arc (nh,nk).BN-r is defined by associating, with the arc (nj,nk) and the node nj, the following parameters:


PBN-r(nj)= PBN(nj),


PBN-r(nk| nj)= PBN(nk| nj, nh) * PBN(nh) + PBN(nk| nj,( nh) * PBN((nh),

and alike for PBN-r(nk|( nj).

Fig 3. The algorithm to assign parameters to IM-S-A.

6.  How to select a communicative act
Once IM-S-A has been built, S propagates in this network the evidences in T that A declared to know and looks at the probability that A assigns to nd, in her present state of knowledge. A list L of ‘candidates to communication’ is then built and the measures mentioned in Section 3 are computed for every node in L.

a.  Listing candidates: in choosing candidates to communication, S considers only the facts that are unknown  to A, in his view. He exploits the Addressee’s ability to reason from causes to effects and vice-versa. So, candidates to communication are all the nodes that are either included in IM-S-A, with uniform probability distribution over their states, or are ‘parents’, ‘children’ or ‘brothers’ of the nodes of IM-S-A not included in this model. Figure 4 outlines the algorithm for producing the list of candidates.

_______________________________________________________
current_node( first_node(T);

if Uniformly_distributed(current_node)

push current_node in L;

else

           parents( get_parents(current_node);

           current_parent( first_node(parents);

           if (Uknown(current_parent)


push current_parent in candidates;

           children( get_children(current_node);

           current_children( first_node(children);

           if (Uknown(current_children)


push current_children in candidates;

           brothers( get_brothers(current_node);

           current_brother( first_node(brothers);

           if (Uknown(current_brother)


push current_brother in candidates;

       current_node(next_node(T);

_______________________________________________________

Figure 4: The algorithm to select candidates to deception.

b.  Analysing the impact of candidates on the deception object: from the list L of candidates to communication, S extracts a sub-list of the ‘optimal ones’. To this purpose,  for each candidate node S builds a ‘temporary’ new IM-S-A, by adding the node (or the path from, if necessary) to the original IM-S-A. It then evaluates the impact of the candidate pj on the deception object pi by propagating, in the temporary IM-S-A, the evidence corresponding to every state of the currently analysed candidate and by observing the posterior probability of the deception object. We implemented two different notions of impact: 

· in the first one, the impact corresponds to the degree of achievement of S’s goal about A’s belief in pi and is a function of the difference between the probability of the deception object that S would like to achieve in A’s mind and the posterior probability of the same node after coming to believe in pj:       
   Imp1 (pj ( pi) = 1 - |GSBA P(pi) - BSBA P(pi | pj)|.
· in the second one, the impact corresponds to the degree of change in the belief of A about pi that is induced by believing in the current candidate node pj: it is therefore measured as a function of the difference between the prior and posterior probability of A’s belief in pi:           Imp2 (pj ( pi) =(BSBA P( pi | pj) - BSBA P(pi))
c.  Analysing the plausibility of candidates: again, we implement two different notions of plausibility:

· the local plausibility is a function of the difference between what S presumes to be the Addressee's belief about the candidate and the communication he/she receives from S:

               PlauS,A1(pj) = 1 - |BSBA P(pj) - BSP(pj)|
· the global plausibility is a function of the same difference, extended to all facts pl that are ‘connected to ph’, in the context of ‘active beliefs’:

        PlauS,A2(pj) = 1 – 1/w ((l=1,...w  |BSBA P(pl) - BSP(pl)|), with pl ((active beliefs(. In this case, the idea is to see the plausibility of a fact as the overall compatibility of new knowledge induced by pj with the previous one, in the mentioned context.
d.   Supporting the communication with a ‘reliable’ information source: the credibility of a fact p referred by an information source IS may be defined, probabilistically, as: Cred(p, IS)=P(p|Say(IS,p) (and alike for (p). It may be measured as a function of the reliability of the source (Rel(IS, p)=P(Say(IS, p)|p)) and of the prior probability of p. S may combine information sources in various ways to support his communication: he may cite ‘reliable’ (to A) sources or may combine reliable with unreliable ones, to try to confound her ideas.
7. An Example: the tale of “Scratchy and Itchy” 

Although, as we said, Mouth of Truth is a domain-independent tool, in this paper we will consider, as an example, the fictitious murder scenario that is described in (9(.

“Scratchy, a notorious spy from Vulcan, was found murdered in his bedroom, which is in the second floor of his house. Indentations were found on the ground right outside Scratchy's window, and they were observed to be circular. In addition, one set of footprints was found outside Scratchy's window, but the bushes were undisturbed. Itchy and Scratchy were long term enemies, and Itchy's fingerprints were found on the murder weapon (a gun discovered at the scene and registered to Itchy). Itchy, who is the head of the INS, has a ladder with oblong supports, which he was planning to use to paint his house. Poochie, the town's major, has a cylindrically-supported ladder which is available to him”.
Let us now suppose that S knows that Itchy (I) is innocent but that, for some reason, he doesn’t want the truth to come out: the deception object is therefore the node ‘I-murdered’ (‘Itchy murdered Scratchy’) and S’s goal is that A ignores its truth value. Let us now suppose that A declares to know that “One single person was out of Scratchy’s windows” (node ‘single_per’), that “Itchy used his own gun" (node ‘I_used_his’) and that “Itchy and Scratchy have been seen to fight, some days before" (node ‘I-Sc-seen’). S builds a image of the mental state of A, by starting from these facts (the list T) and from the node ‘I-murder’. 
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Figure 5: IM-S-A
Figure 5 displays the result of this step and shows that, in S’s view, A tends to believe that I is guilty (P(I_murdered) ( 0.7); to achieve its goal, S will then try to find arguments in favour of Itchy’s innocence.
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Let us now consider, in Figure 6, two corresponding portions of IM-S-A and OWN-S. 

Figure 6: Updating a portion of IM-S-A
As S presumes that the node “Itchy and Scratchy simulated a conflict” (‘I_SC_sim’) is not ‘active’, he does not insert this node in IM-S-A and updates the probability table associated with its child-node ‘I_Sc_see’.

     To increase the doubt, in A’s mind, about I being guilty, S needs to decrease P(I_murdered) from .7 towards .5. Let us assume that he decides to argue by exploiting A’s ability of “reasoning from causes to effects”: he will apply a strategy of ‘deception on a cause of the Interlocutor’s belief’ or of ‘diversion from the real cause to other causes that might be convenient to achieve the deception goal’. He will then put, in the list of candidates, the parents of the facts (in T) that A already knows. Let ‘single_per’ be the first element of this list; its parents, in OWN-S, are ‘I_out_Sc_w={true, false}’ and ‘S_out_Sc_={true, false}’: only the first of them is included in IM-S-A, with an equidistribution of its values (Figure 7); both parent-nodes of ‘single-per’ are therefore candidates to deception. S tries to understand [image: image4.png]The goal is I murdered_Sc (unknown)
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which will be the impact, on the deception object ‘I_murder’, of each of the values the two variables may assume. 

Figure 7:  Listing candidates to deception

    He adds to IM-S-A the node ‘S_out_Sc_’(‘Someone else was out of Scratchy’s window with his ladder, that night’). Setting this variable as ‘true’ equates, for S, to saying: “As you know, there was a single person out of Scratchy’s windows that night; however, this doesn’t mean that that person was Itchy: someone else could have been there, instead”. If, on the contrary, S takes, as candidate, ‘I_out_Sc=false’ (‘Itchy was not out of Scratchy’s window’), this equates to saying: “As you know, there was a single person out of Scratchy’s windows that night: well, this person was not Itchy”.

    Other deception strategies may take, as candidates, the ‘children’ of nodes in T or their brothers. The choice of ‘children’ may correspond to a strategy of ‘deception on a consequence’ of the Interlocutor’s belief or of  ‘diversion from the real consequences towards other consequences that might be convenient to achieve the deception goal’. The choice of ‘brothers’ corresponds to a strategy of ‘indirect deception on a cause’ of the Interlocutor’s belief’: ‘indirect’ because it is applied to the consequences of this cause rather than directly on the cause itself.”

    Table 1 shows the results of examining the mentioned deception strategies. As far as ‘deception on the causes’ is concerned, it shows that ‘S_out_Sc_’= true is, in fact, the most convenient choice, as far as the combination of impact and plausibility are concerned; this statement is not very riskful, to S, as it does not require him to lie. Other candidates in the Table are less convenient: for instance, saying ‘I_out_Sc_w’ = false would imply, for S, lying, at the risk of being discovered. The Table shows, as well, that selecting the best combination of impact and plausibility is not always easy. To increase this value, S might evoke some supporting information source; in the case of ‘S_out_Sc_’ he might say, for instance: “Everybody knows, in this village, that Itchy’s ladder may be used by anyone who needs it!”. 

     The system justifies its choice of the candidates by generating a natural language message that relates each of them to the specific ‘deception strategy’ which brough to select it.  
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Table 1. Impact, Plausibility and Safety measures on candidates to deception

The following is an example of such an explanation text:
“The following candidates have been selected because you said that the Interlocutor believes that ‘A single person was out of Scratchy’s window’:

· Itchy was out of Scratchy’s window with a ladder’ and ‘Someone else was out of Scratchy’s window with a ladder’. These nodes are possible causes of the interlocutor’s belief; the choice of one of them may correspond to a strategy of ‘deception on a cause of the Interlocutor’s belief’ or of ‘diversion from the real cause to other causes that might be convenient to achieve the deception goal’.

· ‘Oblung indentations were found out of Scratchy’s window’ and ‘Only one set of footprints was found out of Scratchy’s window’. These nodes are consequences of the Interlocutor’s belief. The choice of one of them may correspond to strategy of ‘deception on a consequence’ of the Interlocutor’s belief or of  ‘diversion from the real consequences towards other consequences that might be convenient to achieve the deception goal’.

“The following candidates have been selected, in addition, because you said that the Interlocutor believes that ‘Itchy and Scratchy have been seen to fight’:

· ‘Itchy and Scratchy were enemies’ and ‘Itchy and Scratchy simulated a conflict’. These nodes are possible causes of the interlocutor’s belief (see previous comment).
· ‘Itchy has motives to kill Scratchy’ and ‘Itchy and Scratchy frequently spend their holydays together’. The choice of these nodes corresponds to a strategy of ‘indirect deception on a cause’ of the Interlocutor’s belief (‘Itchy and Scratchy were enemies’): ‘indirect because it is applied to the consequences of this cause rather than directly on the cause itself.”
8.  Concluding remarks

Although modeling of deception is a necessary step in building a ‘natural’ dialog system, we are not surprised that this problem received so little attention so far: after some years of study, we feel we are only at the beginning of our way to the solution. Tackling this problem from the point of view of bayesian networks seems to us a very promising approach, though. If examined from a purely logical viewpoint, the problem involves a high-complexity reasoning: in mentioning dialog models that they label as not ‘cooperative’
, Taylor and colleagues (8( claim that modeling these dialogs would require reasoning at ‘deeply-nested belief’ level (higher that the third one). They also claim that deeply-nested beliefs are ‘awkward and contrary to intuitions in human-human dialogs’, and support their statement with the results of psychological research.

The approach we describe in this paper enables avoiding deeply-nested belief reasoning by starting from the following basic assumptions: (i) beyond intentionally insincere assertions, there is always some interest of the Speaker, the need to achieve some domain-goal; (ii) deception results from a conflict (between S and A) about this goal and finally (as a consequence of the two previous hypotheses (iii) S is interested to do his best to hide his deception attempts. The consequence of these assumptions is, first of all, that deceiving does not coincide with lying, and therefore discovering contradictions in the interlocutor enlights only a subset of the large variety of deception attempts: this entails the need of tackling the problem from an ‘uncertain belief’ viewpoint and to attach, to beliefs, a system of weights that formalize the aspect we mentioned in Section 3. In Mouth of Truth, given a candidate p to communication, the efficacy is a measure of the effect produced by p on the System’s goal; the impact enables measuring the convenience of indirect deception, the plausibility enables forecasting the short-term success of the deception attempt and the safety its long-term success; the first three measures require second-level nesting of beliefs, the third one third-level nesting. Finally, the introduction of a reliable information source enables reinforcing the deception attempt when this risks to be unsuccessful. 

Belief networks seemed to us, once again, a powerful method to model the interlocutor in dialogs: besides representing the inherently uncertain process of ‘arousal of suspicion’, the possibility they offer to apply various forms of reasoning (from causes to effects and vice-versa) enables simulating the deception forms we mentioned in Section 2. The assumption of ‘probabilistic compatibility’ between the two models (of S and of A) reduces the range of deceptions we may simulate, at present: in Mouth of Truth, S cannot exploit, in his deceptive attempts, the different strength that, in his view, A applies to some relation among beliefs. This is one of the (very many) aspects that we plan to investigate in the near future. 

The works with which our research has more relations are Demolombe’s research on trust in information sources (5( and Zukerman’s NAG Project, with its subsequent extensions (9,10(: there are similarities between our algorithms and some modules of this system, such as its “Attentional Mechanism” and its “Analyser”. However, deception is an exception to ‘plain’ dialogs that are usually considered in HCI: we therefore owe ideas, as well, to those who worked on politeness, bluff and other unusual aspects of dialog modeling. Rather than evaluating our Simulator, we wish to use this tool to assess whether the theory about deception planning we apply is effective in enabling the generation of the most common deception forms: for this reason, we designed this tool so as to be domain-independent, and plan to apply it to a variety of domains.

References

(1( A. Ballim and Y. Wilks, “Beliefs, stereotypes ad dynamic agent modeling”. User Modeling and User-Adapted Interaction, 1, 1, 1991.
(2( C. Castelfranchi and I. Poggi, “Lying as pretending to give information”. Pretending to Communicate, H. Parret (Ed), Springer Verlag, 1993.

(3( C. Castelfranchi and I. Poggi, Bugie, finzioni e sotterfugi. Carocci Publ Co, 1998.

(4( C. Castelfranchi, F. de Rosis and F. Grasso, “Deception and suspicion in medical interactions; towards the simulation of believable dialogues”. Machine Conversations, Y Wilks (Ed), Kluwer Series in Engineering and Computer Science, Vol 511, 1999.

(5( R. Demolombe, “To trust information sources; a proposal for a modal logic framework”. In  Proceedings of the Workshop on Deception, Fraud and Trust in Multiagent Systems. Autonomous Agents, 1998.

(6( F. de Rosis and C. Castelfranchi, “Which User Model do we need to relax the hypothesis of ‘sincere assertions’ in HCI?”. UM99, Workshop on ‘Attitudes, personality and emotions in User-Adapted Interaction’, Banff, 1999.

(7( F. de Rosis, C. Castelfranchi and V. Carofiglio, “Can computers deliberately deceive? A simulation attempt of Turing’s Imitation Game”. Sumbitted for publication.

(8( J:A:Taylor, J:Carletta and C Mellish, “Requirements for belief models in Cooperative dialogue”. User Modeling and User-Adapted Interaction, 6, 1, 1996
(9( I Zukerman, R McConachy, K. Korb and D. Pickett, “Exploratory interaction with a bayesian argumentation system”. Proceedings of IJCAI 1999.

(10( I Zukerman, N Jinath, R McConachy and S George, “Recognising intentions from rejoinders in a bayesian interactive argumentation system”. In PRICAI 2000 Proceedings, Melbourne.

� We call active beliefs the subset of the agent’s beliefs that, in a given context or situation, the agent is considering, using or evaluating, for a given decision or a given problem-solving.





�  To these authors, ‘cooperative dialogues’ are “defined by their lack of any commitment, on the part of any participants, to any form of deception, malicious or otherwise”.





