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1. Introduction

In Human-Computer interaction and multiagent systems, people and agents are presumed to always say the truth: the ‘sincerity assertion’ is a baseline assumption in the large majority of (if not all) dialog systems. This hypothesis is usually justified by claiming that HCI and Multiagent Systems are based on the principle of cooperation, and that cooperation would imply sincerity in all performances. We argue that this is not totally and not always true and that, on the contrary, in HCI, computer-supported cooperation and organisation, computer mediated commerce, intelligent database management etc, deception will occur not only occasionally and unintentionally, but also on purpose. “Intelligent deceiving agents” are already a reality of  the agent-based paradigm: these agents may deceive because of ‘malicious’ motives or because they work for ‘malicious’ owners; but they may do so, as well, for good reasons and in the interest of others. For example:

· information systems have to misinform an unauthorized user (be it a human or a software agent) in order to protect confidential information; this is a well known problem in the field of databases, where ‘multi-level security’ requires deliberately wrong answers and cover stories;

· in electronic commerce, we may delegate agents to bid for us in a self-interested perspective or to sell something for us in some online auction; in both cases, we want them to bargain for us, and bargaining is always a bit deceptive. On the other hand, agents could be of help in empowering the consumers and reduce the handicap due to asymmetric information in the market: to this aim, they must be able to discover various forms of deception, and contrast them;

· our personal assistants might need to deceive us to try to influence us in doing the right thing, to protect our interests against our short term preferences or biases and so on. This is already evident in some naturally occurring dialogs (typically, in the medical domain), where it is very frequent that either the doctor or the patient or both do not say the truth or do not say ‘all’ the truth: that is, they lie or are ‘reticent’ (see, for instance, Berry, Michas, Gillie and Foster, 1998; de Rosis, Grasso and Berry, in press). In the near future, recommendations to the user about appropriate behaviours will be provided by software agents in a number of situations: it is therefore reasonable to envisage that these agents should be endowed, on one side,  with the ability to deceive and, on the other side, with the ability to discover various forms of deception in the user (or in other agents) and to react appropriately. 

The hypothesis of sincere assertion implies that, if S and R are, respectively, the Sender and the Receiver of a message concerning the boolean variable x:


Sincere (S R x) (


S is fully sincere, towards R and concerning x, if

((Relevant x) (



whenever x is ‘relevant’ in the context,

(GS (BR BS x ( BR x ) (BS x)) ,
she wants R to believe that she believes x 

(and to believe it himself) iff she believes it;

notice the double implication, to mean that full sincerity also implies not hiding relevant, in the context, facts 

(that is, not being ‘reticent’);

Trustful (R S x) (
R is fully trustful, towards S and concerning x if


((Relevant x) (



(i) when he receives some form of communication, 

(BR (GS BR BS x ( GS BR x) ( BR BS x))
from S, concerning x, he believes that S believes x, and






(ii) he is confident that S will not hide him any relevant fact.

The sincerity assertion hypothesis also implies that, after receiving the communication, R will decide to revise his mental state so as to try to make it consistent with the new belief about x:

BR (BR GS BR BS x (GS BR x) ( GR BR x 

unless he has a previous ‘strong evidence’ against x.


Relaxing the sincere assertion hypothesis has two consequences on the way that models of the two participants to a dialog are handled:

· before performing any communicative act (either linguistic or of domain transformation), S must decide whether to perform this act in an explicit, evident and sincere way or whether to adopt some form of deception, and which one;

· at every act observed (again, either a linguistic communication or some domain action performed by S), R must decide whether to believe or not in what he observes or hears (or even infers).

In this paper, we wish to examine how the decision to deceive and the discovery of a deception in the two participants to a dialog can be formalised. We will discuss, in particular, the role of uncertainty in the two forms of reasoning and will propose representing the mental state of the two participants in terms of belief networks with various levels of nesting. An example of deception from a natural dialogue, that can be decided and discovered with the proposed formalism, will clarify our arguments.

2.
How humans deceive

Humans invented several ways to avoid that their interlocutors discover some finding x that they prefer to conceal: they may directly lie on x by saying that it is true while it is false or by hiding it in some way. They may, as well, apply several, more subtle, forms of deception: in (Castelfranchi and Poggi, 1998), these forms are examined in detail, and several examples from the daily life and from the literature are described.  In (Castelfranchi, de Rosis and Grasso, in press) we discuss, in particular, how insincerity occurs in doctor-to-patient interaction, and describe some examples of natural dialogs in which several forms of deception are applied; these examples are, in our opinion, significant representatives of situations in which emotional and affective states may lead the interlocutors to adopt an insincere behaviour.

To examine, in this paper, how deception can be decided by S and discovered by R, we introduce the following notation:

let x be the object of deception, that is the topic that S has some reason to hide;


in the example in Figure 1:  
x = S stole the jam
let  Cj(x) denote a possible ‘cause’ of x;


in the example: 


C1(x) = S is a glutton
let  Ei(x) denote a possible ‘effect’ of x;


in the example: 


E1(x) = ‘no jam in the cupboard’;






E2(x) = ‘S has a guilty attitude’.

Notice that: 


a.
forall i: 



(y = Ei(x)) ( (x = Cj(y)) ;

b.
a finding may have several causes and several effects;


in the example: 


y = ‘no jam in the cupboard’ , 

C1(y) = ‘S stole jam’ or

C2(y) = ‘G stole jam’….  and so on.

To deceive R about x, S may adopt several strategies:  she may directly lie on x (by saying ‘I did not steal’) or may exploit R’s reasoning ability to induce him to infer the false, by making an ‘indirect’ deception. In this second case, S may rely on R’s ability to make cause-effect inference, and therefore lie on some Cj(x) (‘I’m not a glutton’) or may rely on his ability to make abductive reasoning, and therefore lie on some Ei(x) (by ‘replacing the jam tin with another one’ or by ‘avoiding to show a guilty attitude’). She may rely, as well, on a combination of both reasoning abilities, in R, by lying on some effect (different from x) of a cause of x (‘I never stole anything in the past’).  All these forms of deception have the purpose of masking the object of deception. 

In alternative, S might try to divert R’s attention towards some different (either true or false) cause of x, that we will call subject of deception, again either directly (‘G stole jam’) or indirectly (‘G tends to steal’, ‘G stole other things in the past’, ‘G has a guilty attitude’). We call diversion this second form of deception.
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Figure 1: a portion of a reasoning network employed in deceiving and in discovering deception.

3.
Criteria to apply in deciding whether and how to deceive

In (Castelfranchi and Poggi, 1998) it is argued that, in deciding whether and how to deceive, two factors are considered:

· convenience: 

S has interest to deceive about x, with R, if she believes that BR x implies some ‘negative consequence’, either to S or to R himself; these consequences may be evaluated by reasoning on some ‘meta-level’ knowledge. In our example: ‘S stole jam’ is a potential object of deception, to S, because:

BS  (BR ‘S stole jam’ ( (AngryWith R S)), and S wants to avoid that R is angry with her.

Under these conditions, x will become, to S, the object of deception. As we said, S may decide to deceive about x either by masking it or by choosing a topic on which to divert R’s attention. The selection of this subject of deception may be guided by similar considerations of convenience; for instance:

BS  (BR ‘G stole jam’ ( (AngryWith R G)) (which is a desirable goal if S doesn’t like G).

· plausibility:
x is a ‘plausible’ candidate for deception if S believes that inducing R to believe not x is ‘reasonable’, that is if she believes that Bel R not x ‘is not too inconsistent’ with R’s set of beliefs, or that R may revise his set of beliefs so as to make them consistent with the new one ‘without too much effort’.  

For instance: if S knows that R is ‘strongly convinced’ that G does not tend to steal, she will tend not to select this as a ‘subject of deception’: she will prefer selecting more ‘plausible’ candidates.

Considering plausibility also implies, to S, taking into account the presumed reasoning abilities of R. For instance:

S will not select ‘G has a guilty attitude’ if she believes that R associates a weak weight to the rule:

‘G stole jam’( ‘G has a guilty attitude’.
        She will rather prefer saying ‘G tends to steal’, if she believes that R associates a strong weight to the rule:

‘G tends to steal’ (‘G stole jam’.

Evaluation of convenience of some candidate to deception x therefore requires, to S, reasoning about consequences, to S or R, of BR x, which S can do by invoking second-order beliefs (BS BR) about some ‘meta-level knowledge’. Evaluation of the plausibility of x to R requires, on the contrary, reasoning on second-order beliefs about the domain.

4.
Some criteria to apply in discovering deception

Let us now consider what happens when R observes some performance of S involving x; as we said, x may be a communicative act or a domain action: in our example, if ‘S stole jam’ was the object of deception, R will hear S saying ‘I did not steal jam’ in case of direct lie; he might hear, as well, S saying ‘the jam tin is in the cupboard’ in case of indirect and ‘by masking’deception. If R does not assume that S is necessarily sincere, he must do some reasoning to check whether x is true or not. It is reasonable to assume that distrust is not a ‘permanent’ attitude in R, and that a first hint towards suspecting of S comes from reasoning about the plausibility, to R, of believing in x and/or from the believability of S as a source of information. In this case, it might be assumed that some ‘threshold’ effect activates, in R, a distrust attitude and the consequent reasoning to confirm it and that this threshold is linked to personality factors, such as being ‘trustful’ or ‘distrustful’. To verify whether S was sincere or insincere about x, R will try to reproduce the reasoning that S might have done in coming to her decision to deceive.  R will consider both the convenience and the plausibility, to S, that R comes to believe in x; in taking his final decision, he will combine the two measures and will fix some threshold to separate sincerity from insincerity; as suspicion is a gradual process, he will consider, as well, his direct or indirect past knowledge of R (whether R lied in the past or not, whether she belongs to a category of ‘people who tend to deceive’, and so on). 

5.
Why belief networks

In examining how deception and suspicion might be formalised, we employed several terms which refer to the concept of ‘uncertainty’: we mentioned the ‘degree of inconsistency’, the ‘strength of links among beliefs’, the ‘degree of plausibility of topics’, the ‘degree of suspicion’, and so on. This idea of deception and suspicion led us to view modeling of these aspects in terms of some uncertainty-based formalism. Belief networks seemed us to be particularly suited to the purpose, for at least two reasons:

1. they enable measuring the strength of links among nodes and calculating the uncertainty attached to nodes according to a rigurous theory;

2. if employed in ‘what if’ mode, they enable simulating, at the same time, the hypothetical reasoning that is performed in deciding whether and how to deceive and in discovering a deception;  as evidence about every node may be introduced in the network and is propagated in every direction, causal and abductive reasoning and their combinations may be simulated effectively.

In our analysis of naturally occurring dialogs (in the medical domain and from the literature), we found a common pattern that we reproduced in modeling the mental states of R and S and their reasoning process. In our model of deception:

· S  holds:

· a ‘own’ domain-knowledge (first-order beliefs OWN-S.domain), that she employs to take her decisions;

· a ‘image’ of the meta-level knowledge of R (second-order beliefs IM-S-R.meta) and of its relation with S’s own goals, that she employs to evaluate the convenience of being sincere or insincere about x (‘which are the consequences of BR x? How are these consequences related with my own goals?’)

· a ‘image’ of the domain-knowledge of R (second-order beliefs, IM-S-R.domain), that she employs to evaluate the plausibility, to R, of believing in x or in its causes or effects (‘is x plausible, to R?’).

· R holds:
· a‘own’ domain-knowledge (OWN-R.domain), that he employs to establish whether he agrees, with S, about x (‘is x plausible to me?’);

· a ‘image’ of the domain knowledge of S (IM-R-S.domain), the he employs to ‘trigger’ his suspect about BS x (‘is it plausible that S believes x?’);

· a ‘image’ of what he presumes to be S’s assumptions about his own meta-level knowledge concerning x (third-order beliefs IM-R-S-R.meta), that he employs to ‘simulate, in his mind’, the reasoning that S might have followed to establish the convenience of deceiving about x (‘is there any consequence of my believing in x, that suits to what I presume to be S’s goals?’).

Obviously, the image that every agent holds about its partner’s mind may be different from the real one: OWN-R and IM-S-R may differ in both the structure and the parameters, as well as OWN-S and IM-R-S. This enables, in perspective, simulating unsuccessful deceptions, discovery of false deceptions, non-discovery of true ones, and so.

6. An example 

We simulated,with the described formalism, several examples of deception in human-human dialogues that we found in the literature. Figure 2 shows one of them: this is an excerpt of a dialogue between a patient (P) and a doctor (D) about contraceptives, which took place in a public family planning service in Italy.

----------------------------------------------------------------------------

Turn 1:
P:      I would like you to prescribe me a contraceptive pill. 

Turn 2:
D:      You would like to take the pill (2.0) and you already know other methods (.) 

          

why have you considered the pill? 

            

[Ora vorresti prendere la pillola (2.0) e conosci gia' altri metodi (.)  

          

per quale motivo hai pensato alla pillola?]
Turn 3:
P:      Eh, I don't want to fit a coil! 

             

[Eh, la spirale non la voglio mettere]

Turn 4:
D:      You don't feel like it. 

             

[Non te la senti] 

Turn 5:
P:      ....and I think this is the only solution... 

             

[E credo che questa (2.0) sia l'unica soluzione]

Turn 6:
D:      Why don't you feel like fitting a coil? 

             

[Perche' non te la senti per la spirale?]
Turn 7:
P:      I don't know why... My gynaecologist advised me against it 

             

[Non lo so (.) perche' il mio ginecologo me l'aveva sconsigliata]

Turn 8:
D:      Your gynaecologist advised you against it.. did he tell you why? 

             

[Il ginecologo te l'ha sconsigliata non ti ha detto per quale motivo?]

Turn 9:
P:      He says it's a foreign body, after all... 

             

[Dice che e' sempre un corpo estraneo (3.0)]

Turn 10:
D:      well, from a point of view...

             

[Va be' tu da un // punto di vista]

Turn 11:
P:      I'm definitely not inclined to fit it      

             

[?Io non sono proprio propensa a metterla]

Turn 12:
D:      No, no I was saying that from a point of view, say, of contraceptive programme, 

          

it is correct that you now take the pill, it's a right period, you are young. 

             

[No no io ti stavo dicendo che da un punto di vista (.) diciamo di programma 

              

di contraccezione e' giusto che tu adesso la prenda (la pillola) e' un periodo 

             

giusto, sei giovane.] 

----------------------------------------------------------------------------

Figure 2: an example of dialogue between a doctor (D) and a patient (P) about contraceptives 

(from Petrillo, 1994).

Let us consider, in particular, the turns from 6 to 9, which show a typical case of ‘deception by diversion’ applied by the patient. In this example, S is therefore the patient and R the doctor.

a. the patient decides whether and how to deceive.

At turn 6, the doctor asks the patient which is the reason why she doesn’t want to fit the coil. 

The patient examines the belief network that represents her mental model (OWN-P.domain, in figure 3), to establish how to answer this question; in this network, the decision to take a contraceptive corresponds to the node WantToTake: this node has a low probability value. By a backward chained analysis of the parent nodes of WantToTake, she concludes that the low probability of the node noPsychologicalBias (no psychological bias against the contraceptive) is responsible for the low probability value of WantToTake. Therefore, the answer she should give to the doctor is: ‘Because I’ve got some psychological bias against the coil’, or something similar. 

However, the patient wonders whether this assertion is convenient to her; by reasoning on a second-order meta-level knowledge (Im-P-D.meta, that we don’t show here), she discovers (for instance) that, if the doctor comes to know her psychological problems, he will tend to discuss them, in order to try to convince her to change of mind. Maybe she wants to avoid any discussion on that subject: the node noPsychologicalBias then becomes, to the patient, an object of deception. 

As she has to provide an answer, at turn 7 she selects the node PosMedicalAdvice-H (‘My gynaechologist advised me against’) as the subject of deception; maybe this fact will not be much ‘plausible’ to the doctor (something she can verify by examining the IM-P-D.domain network); however, it might be very convenient to the patient, for instance because she believes that the doctor will not argue against a colleague.  


Figure 3: an example of belief network representing the mental state of a patient 

when deciding about taking or not a contraceptive (WantToTake).

This figure was produced with Hugin ( (
b.
the doctor discovers deception.

At Turn 8, the doctor examines the patient’s assertion; he first reasons on his mind (OWN-D.domain), to check whether the communicated fact is plausible to him: notice that OWN-D is different from OWN-P, because the doctor has a much more deep medical knowledge, as well as a general knowledge about the decision criteria applied by his colleagues. He finds implausible that some gynaechologist advised the patient against the coil, and therefore begins to suspect that she is not sincere, a suspect that is supported by his knowledge that ‘patients tend to deceive’. 

He now reasons on his image of the patient’s mind (IM-D-P.domain, a belief network whose structure is similar to OWN-P.domain), to check whether it may be plausible that the patient believes in what she said. If the doctor’s image of the patient’s mental state is accurate, the patient communication will appear to be implausible to him. 

D then reasons about the convenience, to P, that he comes to believe in not PosMedicalAdvice. He suspects that noPsychologicalBias is the real explanation the patient wants to hide (the ‘object of deception’): a suspicion that is confirmed by evaluation of the consequences, to P, of BD BP BD PsychologicalBias, that D makes by reasoning on IM-D-P-D.meta.  

He looks for a confirmation of this hypothesis (that inducing him to believe that BP not PosMedicalAdvice is only a diversion of his attention from BP PsychologicalBias) by employing  IM-D-P.domain in a ‘what if mode’. He examines how the posterior probability of the node BP PsychologicalBias changes in the two cases: P(BP PosMedicalAdvice) = 1 and P(BP PosMedicalAdvice) = 0, to discover the P(BP PsychologicalBias) decreases in the second case. This may be sufficient to confirm D’s suspect that P is lying; in the example dialog, D does not reveal openly his suspect (see Turn 8), maybe in order to help her out of a difficulty. 
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8.
Related work

Modeling of deception or other forms of insincere behaviour (such as bluff) has a few notable examples in the literature, all employing logic to represent mental models and to reason about them. The sincerity axioms at the beginning of this paper are very close to those proposed by Perrault (1990), who applies them to the formalisation of ‘serious’ and ‘nonserious’ cases (for instance, irony): however, as the author says, in nonserious cases the predictions of these axioms are too strong. Cohen and Levesque’s notion of uncertainty is more complex; they say that “an agent x is SINCERE with respect to some other agent y and p if, whenever x has chosen to do something next in order to cause y to believe p, x has chosen to bring it about that y knows p…Notice that an agent would be insincere if he wants to produce a false belief in another agent, even though he may not believe that he will be successfull….That is, as far as we are concerned, insincerity is a matter of agent’s chosen desires, not his beliefs”. (Cohen and Levesque,1990). Some authors investigated how many nesting levels are needed to simulate this kind of reasoning, in a logical framework (Taylor et al, 1996 ): they prove that deep nested reasoning is required to formalise ‘attempted malicious deception’ and politeness. 

In our opinion, logic is not the best theory to apply in modeling deception as, in real life, deception takes a number of more ‘subtle’ forms than direct lie, and is not discovered ‘suddenly’ but through an increase of suspicion; modeling deception therefore requires an uncertain reasoning which can be treated conveniently in probabilistic terms. Accepting to come to an uncertain conclusion, in reasoning about deception and suspicion, enables (as we saw in this paper) to reduce the level of nesting required in mental modeling. To separate deception from misunderstanding or misconception or from conversational implicature (Lee and Wilks, 1997), the receiver of the message has to consider some form of utility-related strength of beliefs, when his knowledge of the sender is not complete (that is, in the majority of cases): this enables him to measure the convenience of a suspected deceptive performance rather than reasoning at several levels of nesting. As an alternative, we suggest to integrate domain.level with meta-level knowledge to this aim. The distinction of several ‘knowledge levels’ in dialog simulation was first introduced by Chu-Caroll and Carberry (1995), who employed a domain-level, a problem-solving level, a belief-level and a discourse level in their generation of negotiation dialogues. In this paper, we only introduced a two-level model, because we limit our consideration to a the interaction turns involving deception and suspicion
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