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1. Introduction

It is becoming a general opinion that personality affects Human-Computer Interaction in the two directions. On one side, computers show a personality in their style of communication; this personality is perceived by the users and can influence usability (although it has not yet been established whether it is preferable that the two personalities are similar or complementary). On the other side, ‘even the most superficial manipulations of the interface are sufficient to exhibit personality, with powerful effects’ (Nass et al, 1995); these effects are going to grow considerably with the diffusion of agent-based interaction. Personalities in human-computer interaction have been characterised, in prevalence, in terms of the ‘Big Five’ structure, and the aspect that has been investigated with more frequency, among these five orthogonal factors, is the ‘extraversion’ (dominance/submissiveness) dimension of interpersonal behaviour (Nass et al, 1995; Dryer, 1998; Ball and Breese, 1998). Other ‘extrarational’ attitudes that have been proven to affect communication are humor, flattery, blaming and politeness (Fogg and Nass, 1997; Moon and Nass, 1998; Nass, Moon and Carney, in press ). The prevailing interest for the role of personality factors in HCI concerns their ‘observable expression’, that is the way personality traits and emotions manifest themselves in a natural or artificial agent: wording choice and speech characteristics in natural language messages, facial expression and body gestures or movements (Dryer, 1998; Breese and Ball, 1998 and many more contributions in the same Proceedings). The purpose of these Projects is, on one side, to generate, in life-like agents, personality-rich behaviours; on the other side, to recognise similar behaviours in other agents, such as the user.  The way that the behaviour of personality-rich agents is programmed is by defining ‘activation rules’, either in a logical form (Binsted, 1998) or in conditions of uncertainty (Ball and Breese, 1998); these rules define how agents manifest a context-driven or an internal emotional or personality state in their external appearance. 

Personality, though, is not only a question of ‘communication style’, but ‘represents those characteristics of the person that account for consistent patterns of feeling, thinking and behaviour’ (Nass et al, 1995). In AI and computer science, interaction and cooperation are frequently identified or equated with communication (Castelfranchi, 1998). This is not correct, since interaction (and its sub-case cooperation) does not necessarily coincide with communication and does not necessarily use it; on the contrary, communication is necessarily a form of interaction, although not necessarily a form of cooperation. Stressing on expression and communication style the characterisation of personalities in believable agents is a consequence of this identification. However, there are styles in behavior (and specifically in social behavior) that characterise agents independently of their expression or comunicative style. For example, being helping and benevolent (that is, leaning to adopt the goals of others) is not the same as being nice and warm; being dependent is not the same as being humble or submitted; being non-cooperative or untrustworty is not the same as being rude or hostile. Of course, there are correlations between expression and communication style on one hand, and social attitudes or personalities on the other hand, and we desperately try to infer the mental social attitude or personality of the others from their appearance, voice or expression. However, these are only signs and hints of a personality, of a social attitude or of an emotion. In sum, affective expressions and social attitudes are not the same, and both of them have to be modeled: social personalities or attitudes have to be characterised independently of their affective or communicative pendant.

In the first notable study about cognitive modeling of personality, personality traits were represented as combinations of degrees of importance assigned to goals (Carbonell, 1980); subsequently, they were seen as dichotomic attributes that trigger reasoning rules (see the definition of ‘sincere’ and ‘helpful’ in Cohen and Levesque, 1990). The aspect of personality-rich agents on which we focused, in particular, our attemps of formalisation is ‘thinking’: in trying to build a cognitive model of personality-rich agents, we suppose that agents themselves are represented by a BDI architecture
, to study which are the aspects of their mental state and of their reasoning process that can be varied according to personality. Ihis paper, we reports our contribution to this topic in three ongoing Projects concerning different aspects of human-computer interaction.

2. GOLEM: personality in multiagent cooperation 
Dominance has been defined as ‘a disposition towards controlling or being controlled by others’ (Breese and Ball, 1998). Dominant individuals are seen as ‘able to give orders, talk others into doing what they want and often assuming responsibility’ (Fogg and Nass, 1995). This explains why dominance is considered, by now, the most relevant personality factor in human-computer interaction, especially in those systems that are aimed at facilitating the user performance of some given task: for instance, Animated Presenters or Pedagogical Agents and Personal Service Assistants (Lester et al, to appear; Andre’ et al, 1998; Arafa et al, 1998). In these systems, agents are given a generically or precisely defined task, that they have to perform with some degree of autonomy.

In the GOLEM Project, we started from a theory of autonomy that was defined by Castelfranchi and Falcone (1998), to investigate how levels and types of delegation and help can be formalised in terms of ‘personality traits’; we then simulated interaction between two agents, both endowed with a delegation and a help trait, to analyse the consequences of various combinations of these traits into performance of tasks. Agents in GOLEM are logical programs; their mental state includes a set of reasoning rules (that link first and second-order beliefs and goals) and basic beliefs (ground formulae). Some of the reasoning rules are general others are personality-dependent; some examples of the second type of rules are shown in Figure 1.  This figure describes how attitudes towards delegation and help can be formalised in a logical language. Reasoning rules include, among their belief and goal atoms, a description of the reasoning agent’s Ai mental state: its goals (Goal Ai (T g)), the relationship between goals and plans (Bel Ai (EvDoneFor a g)), whether it is able to perform some action (Bel Ai (Cnd Ai a)), whether it intends to perform it (Bel Ai (IntToDo Ai a)),... and so on.  These rules include, as well, hypotheses about the same aspects of the other agent’s Aj mental state.

The way that delegation and help traits are combined is defined so as to insure that each agent has a plausible (from the cognitive viewpoint) mental state. This means building agents through multiple inheritance of personality-trait-based compatible stereotypes, namely agents whose mental state is a combination of a set of general and a set of trait-specific reasoning rules, in addition to a set of basic beliefs. 

-------------------------------------------------------------------------------------------------------------------

delegation attitudes:
· a lazy agent:

        always delegates tasks if there is another agent who is able to take care of them:


     (Lazy Ai) (  (( a ( g ((Goal Ai (T g)) ( (Goal Ai (Evdonefor a g))) ( 



(( Aj (Bel Ai (Cnd Aj a)) ( (Goal Ai (IntToDo Aj a))));

        it acts by itself only when there is no alternative:


      (Lazy Ai) (  (( a ( g ((Goal Ai (T g)) ( (Goal Ai (Evdonefor a g))) ( 



(( ( Aj (Bel Ai (Cnd Aj a)) ( (Bel Ai (Cnd Ai a))) ( (Bel Ai (IntToDo Ai a))));

        and renounces if it believes that nobody can do the action:


      (Lazy Ai) (  (( a ( g ((Goal Ai (T g)) ( (Goal Ai (Evdonefor a g))) (


(( ( Aj (Bel Ai (Cnd Aj a)) ( (Bel Ai ( (Cnd Ai a))) ( (Bel Ai (CurrentlyUnachievable a g)))).

· a delegating-if-needed, on the contrary, asks for help only if it is not able to do the task by itself,

….and so on.

helping attitudes:
· a hyper-cooperative always helps if it can;

· a benevolent:

first checks that the other agent could not do the action by itself:

(Benevolent Ai) (  (( a  ( Aj ((Bel Ai (Goal Aj (IntToDo Ai a))) ( (Bel Ai (Cnd Ai a)) ( 


( ( g ((Goal Ai (T g)) ( (Bel Ai (Conflict a g))) ( (Bel Ai (IntToDo Ai a)));

otherwise, it refuses:



     (Benevolent Ai) (  (( a ( Aj ((Bel Ai (Goal Aj (IntToDo Ai a))) ( (Bel Ai ( (Cnd Ai a)) ( 


( g ((Goal Ai (T g)) ( (Bel Ai (Conflict a g))) ( (Bel Ai ( (IntToDo Ai a))).

· a supplier:

 first checks that the request does not conflict with its own goals; it can do it in a ‘surface’ way 

 (by just checking the effects of the requested action) or in a ‘deep’ way (by trying to reason 

 about possible conflicts with the agent’s final goal);…..and so on.


helping levels:
· a literal helper restricts itself to considering whether to perform the requested action;

· a overhelper goes beyond this request, to hypothesize a delegating agent’s higher order 

                                    goals, and helps accordingly,….and so on.              



     control of conflicts in helping

· a deep-conflict-checker checks that the requested (by Aj) action is not part of a delegating 

       agent’s plan that produces, in the long term, a conflict with its own goals;

· a surface-conflict-checker restricts itself to examining the immediate consequences of the requested action.
                                    -----------------------------------------------------------------------------------------------------------------------------

                                                   Figure 1:  some examples of delegation and help personalities in Golem                                                                                                                                                                                                                 

Agents in GOLEM are able to perform several forms of reasoning: domain planning and plan recognition, goal-driven inference, cognitive diagnosis on the other agent’s mental state, and so on. Some of these forms of reasoning are common to all agents; others depend on their personality.  For instance:
· a overhelper needs to be able to recognise the other agent’s goals and plans, in order to help it effectively, while a literal helper does not need the same;

· a supplier has to be able to examine its own plans and goals, to check whether conflicts with the other agent exist, whereas a hyper-cooperative does not need to perform this type of reasoning;

· a deep-conflict-checker needs to make some plan-recognition on the other agent’s mind, followed by a refined analysis of conflicts, while a surface-conflict-checker only needs to check conflicts between its own goal and the state that would be reached with the requested action,...and so on.
A more detailed description of this system, with its architecture and some examples of simulation of the play, may be found in (Castelfranchi, de Rosis, Falcone and Pizzutilo, 1998). Though at present agents’ attitudes are fixed in GOLEM, they should become context dependent in perspective, so that also personalities become more "dynamic" (as also suggested in Mark, 1999). In this perspective, personalities will no longer be represented by fixed and context-independent reasoning rules which, given a belief and/or a goal, always bring the agent to behave in a fixed way. They will rather become consistent sets of dynamic attitudes: in a specific circumstance, with a specific partner or after a specific internal state, the agent will act as a delegating-if-needed; the same agent, in different circumstances or encounters, might act as a  lazy,….and so on.

3. XANTHIPPE: personality in conflict-resolution dialogs

The medical domain is one of those in which social roles, personality and emotions especially affect interaction between agents: doctor-to patient, doctor-to colleague, doctor-to nurse interaction is strongly influenced by these factors, and flattery, blaming, politeness, and various forms of insincerity play a crucial role in it. We then took this application field as the one in which to examine how dialogues between agents can be simulated, by trying to save at least part of the ‘believability’ of naturally occurring conversations. A preliminary analysis of a corpus of transcripts showed us a number of cases in which the reasoning process that guides the dialog could not be seen as a pre-defined sequence of steps, but strongly depended on the mentioned factors (participants’ personality, roles and emotional state). In simulating, in particular, conflict-resolution dialogs in XANTHIPPE, we assumed that conversational runnings are the consequence of the reasoning strategies adopted by the two interlocutors and that these depend, in their turn, on personality factors. We defined two types of personality traits:

· traits that affect the agent’s mental state in a similar way as in GOLEM, that is through personality-based reasoning rules (though the traits considered are different). For instance:

· an anxious agent tends to overestimate the risk of negative consequences of actions, and therefore to avoid performing ‘potentially dangerous’ actions (for instance: an anxious patient tends to avoid taking drugs whose side effects may be serious);

· a conservative agent tends to be cautious in abandoning traditional life styles (for instance: a conservative patient may have moral or psychological biases towards some forms of contraception),


... and so on.

· traits that affect the reasoning style.  Some examples:

· an altruistic agent considers systematically the other agent’s viewpoint before taking any decision;

· a persistent agent tends to try to convince the other agent to change of mind, when a divergence of beliefs is discovered;

· a defensive agent tends to select elusion and reticence as a type of answer, in case of ‘difficult’ questions;

· a non-polemic agent tends to avoid noticing lies, elusion or reticence,...and so on.

One may notice that, again, these personality traits are different from those introduced in GOLEM, as they are typical of conflict-resolution dialogues; one might find, however, some similarities between traits introduced in the two systems. More details about Xanthippe (mental state representation and forms of reasoning employed, with examples of simulated dialogs) may be found in (de Rosis et al, in press,(a)).
In analysing our corpus of conversations between doctors and patients in various contexts, we noticed, in particular, that both interlocutors were recurring to various forms of deception in their behaviour; we took this finding as an evidence of the need to relax the assumption of ‘sincere assertion’ that is typical of the majority of multiagent worlds, if more ‘natural’ dialogues have to be simulated. We are investigating, at present, how the decision to deceive and the discovery of a deception can be simulated by representing the two agents’mental states in the form of belief networks and by endowing them with the ability of applying to these networks several forms of uncertainty-based reasoning (de Rosis et al, in press, (b); de Rosis and Castelfranchi, 1999).

4. XDM-Agent: personality in instruction-giving

In this ongoing Project, an Animated Pedagogical Agent instructs the user on how to interact with a given software application. Explanations are generated, in XDM-Agent, by exploiting knowledge about the application’s interface, that is represented in a task-oriented formal model (in the form of Augmented Petri Nets: see De Rosis et al, 1998, for a description of the model). The Agent is able to perform two types of tasks: 

· it illustrates the interaction objects in the display by explaining the task that each of them enables performing, the way that the task may be performed and the dependency relationships among tasks;

· it demonstrates how the task may be performed by ‘mimiking’ what the user should do. 

XDM-Agent therefore receives, from the user, an implicit delegation to perform the two mentioned tasks, that it may execute even in absence of an explicit request and may interpret in a ‘literal’ or an ‘extended’ mode. If, for instance, the Agent is endowed with a personality of overhelper, he will tend to provide, in its explanations, more details than requested, and will demonstrate how to perform a task also when the user did not not request it or with more details than requested; the Agent will adopt this behaviour only with those users who are presumed to really need it. A critical helper, on the contrary, will tend to establish the explanation or the demonstration to provide, by trying to infer the real user’s goals; this may entail reasoning about the tasks that may be relevant in the present context and that the user probably doesn’t know and wants to learn. Although XDM-Agent’s personality is reflected, first of all, in its helping behaviour, that is in the way tasks are performed, the agent partially manifests its traits also in its appearance: we try to agree the agent’s gestures and the language style with its personality, so that users who did not explicitly select a given personality for their agents may guess about it (and change it if they wish). The results we’ve got in this field are only a start, due to the limitations in the Agent’s possibilities of expression that are imposed by the development tool we employ (Microsoft Agent: see its home page).

5. Perspectives
The high-level goal of the described Projects is to come to adapt human-computer interaction to personality factors, by getting over the present situation in which these factors are introduced implicitly in the interface (a feature that is suspected to contribute to refusals or difficulties in using systems). This goal is similar to the goals of other groups that work on emotion and personality-based interaction; see, for instance, (Ball and Breese, 1998, Dryer, 1999); or, for a more broad information, the Proceedings of the Workshop on ‘Embodied Conversational Characters’ (Tahoe City, 1998) and of the Workshop on ‘Attitude, Personality and Emotions in HCI’ (Banff, june 1999). What we would like to obtain, in particular, is that, at their first interaction with some application, users are enabled to ‘declare’ their delegation attitude and to select the helping attitude and level they would like to see in the interface for that application. Although these attitudes should vary with the application (according, for instance, to the user experience in that particular field, to the environment in which the application is employed and so on), some general criteria should be applied in setting the interface behaviour for a given patient and a new application, when no other information is available.  These criteria should consider some default and stereotypical assumption about the user, such as his or her overall ‘tendency to delegate’. 

As a final consideration, let us disagree with the current trend, in which cognition and emotion are contrasted and the "hot" aspects of mind (emotion, feeling, personalities) are dealt with only in term of implicit knowledge, associations, valence, etc. There is a very fundamental role of explicit mental "attitudes" (beliefs, desires, intentions) also in characterising and processing emotions. High level social emotions as guilt, embarrassment, pride, indignation, sense of justice, envy or shame (that will become more and more relevant with agents), are especially based on a rich and specific structure of beliefs and goals, and derive also from inferential processes. Likewise, the relationship between personalities and cognition is important and complex. On the one hand, personalities consist also of cognitive styles and strategies in reasoning, deciding, etc. Consider for example the case of risk avoidance in decision and trust: some agents are risk-prone, others are risk-adverse in their decisions. Consider, as well, different styles in "causal attribution": depressed people systematically ascribe their failure to themselves and to some stable features, and success to external factors, like luck. Happy and self-confident people, on the contrary, ascribe success to themselves and failure to external adversities. Consider people spontaneously focusing on negative aspects of a situation or scenario or on possible dangers, vs people focusing on the positive aspects or opportunities: aren't these personality traits? After all, also stupidity or absent-mindedness are part of a character: why shouldn’t they be relevant precisely as -and even more than- introversion/extroversion, and similars? On the other side, also social attitudes and personalities can be in part modelled in terms of beliefs, goals (and links between beliefs and goals) and in terms of cognitive strategies, like our deep-conflict-checker vs a less fussy agent. This is the direction in which we wish to move.
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�  Agent architectures based on ‘beliefs, desires and intentions’ were first proposed by Rao and Georgeff (1991) and are now common in AI. “The beliefs are a representation of the environment and form the basis upon which the agent choses its actions. When an agent represents other agents, it must represent what they believe, desire and intend. The other agents have beliefs about (i.e. representations of) this agent, and its beliefs and representations of them” (Singh, 1994).





