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1.
Introduction

Some years ago, we started a research study devoted at investigating the reasoning processes involved in the dialogues between 'agents with personality'; we focused, in particular, on conflict resolution dialogues. In choosing an application domain, we decided to exploit the medical literature, both for 'historical' reasons (our personal research interests) and because dialogues in this scenario are complex enough to provide interesting ideas without being trivial. In a previous work [DeG97, Der98], we examined the styles of reasoning that guides such a dialogue and we formalized these styles in a dialogue simulation system, XANTHIPPE. The system, developed in Lisp, had a "believable" behaviour in most of the simpler situations. However, it was not able to deal with more sophisticated aspects of the reasoning process, such as elusion, reticence, omission and other stronger forms of deception.

This limit is not infrequent in human-computer interaction and, more in general,  in multi-agent systems: as a matter of fact, the 'sincere assertion' hypothesis is common to many systems simulating a dialogue between autonomous agents. It is generally agreed that sincerity is a necessary characteristic of cooperative interaction, in the sense that collaboration cannot exist without sincerity or when it is possible to withhold information. Moreover, in cooperative interactions, when an agent believes that a conflict exists, it always manifests it and adopts the goal of convincing the opponent to change its mind, if possible. One of the most sophisticated dialogue systems, due to Chu-Carrol and Carberry [ChC95] is based on this hypothesis, which also underlines the formalization of "rational agency" due to Van der Hoeck and colleagues [VMM97], as well as many other systems.

In our opinion, although the sincerity assertion hypothesis is justified in scenarios such as information seeking dialogues (see for instance ARTIMIS [BrS97]), this does not apply to all types of conversations.  "Lying is a fact of social life rather than an extraordinary or unusual event. People tell lies to accomplish the most basic social interaction goals, such as influencing others, managing impressions and providing reassurance and support" [Kas96, KDP96]. In cooperation, collaboration and dialogues, deception is present for at least two reasons:

a) there are forms of deception which are cooperative, in that they are aimed at helping the other: for instance, 'white lies'. Thus, a friend can deceive, a doctor can deceive and so on, for the benefit of the deceived person;

b) also within cooperation, collaboration or help, there may be conflicts; when a conflict exists, there is an inclination towards deceiving in order to better deal with possible obstacles or opposition. This is particularly true within collaborative relations, because people do not want to broken a collaboration but want to achieve, at the same time, their selfish or conflicting goals.

Moreover, in these situations (a deception for one's own benefit or for not brokening a collaborative situation) an agent may often decide not to communicate that it discovered a deception of the other;  this agent will then deceive in its turn, by renouncing to the goal of forcing the opponent to tell the truth.  Our claim is therefore that every system addressing conflict resolution dialogues in a realistic and believable way should take into account and be able to deal with deception and suspect. In particular, such a system needs to handle the subtle and implicit forms of deception, often based on implicatures, which are very common when the conflict among the agents is not open and is part of a collaborative attitude. It should consider that, to avoid compromising the collaboration, both conflict and deception are often extenuated and not made too manifest, and that the deceiving agent tends to give the opponent the opportunity to turn a blind eye, or even to be a party to it. For example, when a patient asks a doctor some advice about a delicate topic 'on behalf of a friend', the doctor may realize that this is a lie and that the patient is probably talking about himself; nevertheless, she may pretend to not notice it, and the patient is perhaps aware of that.

How is it possible to deceive without lying? How can an agent let the opponent to infer the false or ignore the truth, from a vague and incomplete message and without literally saying it?  How can an agent be suspicious of the opponent and discover a deception? In this paper we try and give a preliminary answer to all these questions, by examining some conflicts between doctors and patients, their indirect and fuzzy deceptions and their principles of mistrusting. We do not intend to give here operational solutions, but rather to show guidelines that can lead to a solution, and principles on which, we believe, a formalization should be based.

2.   State of the art
We can conclude, from previous considerations, that formalizing the reasoning processes leading both to deceive and to discover a deception is necessary, even in a cooperative dialogue. However, especially in cooperative dialogues, this formalization is particularly complex. 

If deception is not allowed, it is relatively easy to define the conditions which have to hold for an agent A_i to come to believe in a proposition p which was communicated by another agent A_j. The first formal definition of Sincerity in an agents world is due to Cohen and Levesque [CoL95]: "agent i is sincere to j about p if, whenever i wants j to come to believe p, i wants j to come to know p". In the same work, the two authors also give a semantic for the Inform speech act: "an inform is defined as an attempt in which to make an honest effort; the speaker is committed to making public that he is committed to the addressee's knowing that he knows p". Subsequently, Van der Hoek and colleagues have defined an operator establishing the conditions for the agent receiving the communication to revise its beliefs, according to the "credibility" of the source
. They, however, do not explicit the conditions for an agent to determine the trustworthiness or credibility level of another agent or of the piece of information received, nor how agents behave in cases in which they receive a "low credibility level" piece of information, and when more reliable information is missing.

This problem has inspired a few recent works. Demolombe [Dem97] focuses on the meaning of "reliability of an information source (or agent) i in regard to the validity of a sentence p", and addresses the problem of defining "reliability levels". Lelouche and Dublait [LeD92] define a 'bluff' as a "false information deliberately introduced as true in somebody's knowledge base", in their application to military battlefields and strategy games. They define "deceiving behaviour generation rules", such as "IF William pretends to Mary that he loves her, THEN William kisses Mary". These rules are employed both to generate deceiving behaviours and to interpret them. The authors, however, admit that manipulating bluffs is very complex in nature, and that "it is impossible for an actor to transform a belief about a fact into a certainty, no matter the number of evidences that he may have to support his beliefs". Lee and Wilks [LeW97] make a further step in this direction, by examining a category of "conversational implicatures" which they call "residual", insofar as they hold when mistaken beliefs and deceptions can be excluded.  They consider the cases in which, although a deceitful information is communicated, the aim of the communication is not to actually deceive the opponent (e.g. irony). In these situations it is clear that "the interacting agent j is trying to convince i about some proposition p that both of them may infer to be true".

Before passing to the main topic of this paper, that is the formalization of some significant examples of deception and suspect between doctors and patients, we try and describe the forms of deception and the techniques that may be applied to discover them, and we examine in more details the types of "conversational untrustworthy interchanges" on which we focus in this work.

3.  Deception and suspect

To deceive is not simply to lie, and to lie is not simply to say the false [CFD98, CaP98]:

 - first, both for deception and for lie (which is a particular form of deception), the 'subjective' truth, that is what the speaker believes, is more important than the 'objective' truth. A is deceiving B (or attempting to deceive B) when he is doing something in order to lead B to believe, either wrongly or incompletely, something that is true in A's beliefs. So, to accomplish a deceptive act, A should not necessarily say or let B to believe the false;




- second, deceiving does not necessarily require inducing B to believe something: concealing is a form of deception too, if the hidden  information is relevant for B and is not a "secret"; 

- third, communication is not necessary for deceiving (while it is necessary for lying).  

In other words, there are several facets of deception: 

- 'passive' deception, when the deceiving agent simply lets the other agent ignore something that is crucial for him, or believe something that is wrong; and 'active' deception, when the deceiving agent does something in order to reach the same effect; 

- deception 'by ignorance', when the effect of deception is that the deceived agent ignores something crucial for him (like in concealment, omission, etc.) and deception  'by falsity', when he believes something false (like in lies, bluff, etc.)

- deception 'with communication' (like in lies and bluff) and 'without any communication'.  Not every social deception requires communication. It might be quite difficult, for instance, to call 'communication' the fact that A does nothing at all to obtain that B  continues to ignore something or continues to believe something wrong. It is also difficult to extend the notion of communication to the case in which A does something to obtain that B does not know  something else!

- deception 'by implicit, behavioural communication' (e.g. bluff) and  'by explicit and specialized communication acts', like speech acts (e.g. lies).

Introducing these distinctions is important not only for conceptual reasons but also because in this paper we show cases of lie, cases of active concealment and cases where the patient or the doctor try to let the other believe something wrong or incomplete. We find, as well, cases of bluff, in which the agent attempts to let the other believe -from her/his behaviour- that s/he has not understood the request, or s/he is not aware of the other's deception. We will examine, finally, examples of subtle and indirect lie [ViC81] which are based on inferences: what the speaker literally says is not false but what s/he intends or hopes the other believes is false.  In other words, while the goal of the information speech act is not deceptive, the super-goal (the effect the speaker intends to achieve, through the speech act, in the addressee's mind) is deceptive.  This is what is usually called a 'half truth': what I say is true but I do not say all the truth, I conceal part of the truth in order for you to understand something wrong that I did not say. This is very important for several reasons, first of all to avoid responsibility. In indirect lies, the speaker exploits the hearer ignorance or wrong beliefs or weakness of rationality to induce him/her to believe something wrong: she plans the hearer to be deceived by her/himself.

3.1.   Distrust principles

Many sorts of reasons exist to doubt or to know for sure that a source is saying something false, and maybe is lying, or to know exactly the object of its lie. Recognizing a false assertion is different from identifying a deception: the source saying the false may simply be making a mistake, or a misunderstanding might be present (for instance due to an ambiguity). The criteria for identifying falsity differ from those for identifying deception. They are, though, obviously related, insofar as it is possible to pass from one situation to the other and vice versa.

Two fundamental principles exist:

1 - If x is saying something false, then x might be lying

2 - If x is lying, then x meant to say something false (what x says might be false).

To evaluate a piece of information, then, two aspects need to be considered: the source and the communication content.

Criteria exist to evaluate a source (reliability) as well as the content of a piece of information (plausibility);from those criteria, one can derive the believability of the candidate, proposed belief and of the belief one was holding before, to decide which one to hold. Interactions exist between the two classes of criteria: for instance, the source competence is related to the content type. The criteria for suspecting of a deception concern the source, whereas the criteria for suspecting of a falsity concern the content. We trust a source by default [Grice] and we believe by default, unless we have specific reasons to distrust or to disbelieve. But, what sort of reasons? Let us first examine the process leading to believe that the communication is false and subsequently the process leading to believe that the source might be lying. 

a. 
Unplausible content.

The basic principle to discover falsity is the Law of Contradiction (LoC), which concerns the content: "an agent cannot believe both P and not P; as one of them has to be false, it cannot be believed, it must be rejected". From a psychological point of view, however, the analysis of the content is much more complex, and concerns the "fuzzy" evaluation of its plausibility. A piece of information could be disbelieved though not being considered false, because it is not plausible, as:

- it contradicts another, more trustworthy source

- it contradicts other, personal information (what is known or can be inferred) which is more believable.

Let us now pass to the principles which lead to suspect of a source.

b. 
Contradictory source.  

A source contradicting itself is saying something false. In addition, if we suppose a perfect memory of what has been said, we can assume that a source cannot ignore to be contradictory, and therefore it is lying, that is it intends to tell the false.  Knowing that a source is lying, though, is of no help to know which is the true, even if we are in the hypothesis of a two-valued world. If x says P, and P is false, then not P is true. But if x says both P and not P, we know that x is lying but we cannot identify whether P is true or not.

c. 
Opportunistic and tendentious source.  

Has the source a rationale for lying? Or, better, does the source benefit from the fact that I believe to what it says?  The problem is then to recognize the source's plan, to understand whether the fact that I come to believe P is useful for its purposes (consider, for instance, the case of a salesman describing the qualities of the product he is trying to sell).

d. 
Flattering source.
This situation is similar to the previous one, but in this case the source is concerned about the addressee's goals rather than about its own goals, and in particular about what the addressee may be pleased to believe.

e. 
Suspect source.








- the source has already lied (it is lying, it lied once);

- the source said it is lying;

- the source has a bad reputation (someone else, reliable, says it lied or it is lying);

- the source belongs to a class of liars.

We can then define the steps of a reasoning process to pass from falsity to lie:

a. as I do not believe to what the source says, what it says is not true;

b. if the source says something not true, it might lie (there are three possibilities: it made a mistake, there was a misunderstanding or it lied).

c. how can I be sure it lied?

   - could the source ignore the truth? to which information sources has it access? how competent is it?

   - is the source interested in telling the false?

   - is the source willing to please me?

   - is the source a lier?

4. Some examples of deception in the interaction between patients and medical staff.

It is a common opinion that deception, if not lie, is applied by doctors in their interaction with patients, with a frequency which is related to the context (see, for instance, [Hop95,Rya95 and Tek95]).  Though direct lie is recently thought to be incorrect, other forms of 'white deception' are considered as 'permissible', such as deliberate decision to withhold relevant information, half-truths, distortions of the truth, elusion. These forms of deception are justified, by people in charge for health care or by medical psychologists, with the aim of'promoting what is perceived as better care for the patient' and, more specifically, by principles of reassurance. Deception may help preventing the patients from becoming more anxious about their conditions, that might result in jeopardizing the goal to cure them. Deceptions are also used, especially by nurses, to help dealing with patients, or even to hide incompetence and avoid 'loosing face'.

Deception can concern several aspects of health care: non-disclosure of diagnosis in severe diseases, side-effects of drugs, prediction of prognosis, expected pain after operations, relationships with relatives. Arguments have also been raised against the traditional use of placebos, in which ``the physician administers a treatment known to him or to her to be without pharmacologic potency and (...) either tells or allows the patients to believe that the treatment has such potency'' [Bro82].

A notable example of 'subtle lies' [Bro82] in medical documents is given by explanations about side effects of drugs. After a linguistic analysis of the side effects descriptions in 25 medical package inserts, Glinert [Gli98] concludes that the necessity to pursue both the goal of warning of a hazard and the goal of reassuring the patient, may lead to downplay the warning
, or to concentrate on the reassuring goal
 or to hedge, by using generic concessions
.  We drew a similar conclusion after an analysis of a corpus of transcripts of drug prescription explanations provided by English physicians [DGB98]. Downplaying techniques were extensively used both when describing the patient health status and the therapy prescribed, and when warning about its possible side effects.

If deception by medical staff has been studied rather intensively, less has been said about deception by patients. We found two sets of examples in  the literature, which seem to us a good source of reflection on this issue. The first one is concerned with some conversations between a doctor and a diabetic teenager, in UK; the second one with some conversations between a gynaecologist and a female patient about contraceptive prescriptions, in Italy. We'll try to make some reasonable interpretation of the reasoning process behind these dialogues which, however, we do not pretend to be the only one possible. 

4.1.  Dialogues with adolescent diabetics 

Diabetes mellitus is a common metabolic problem in childhood, which requires a life-long regime of invasive, self-administered tests and injections and control of diet. Patients are therefore active decision-makers and are morally responsible for their actions. In describing the results of his observation of 47 consultations of adolescent diabetics in two clinics in the UK, Silverman [Sil87] reports several examples of young patients' deception, that he attributes to the production of feelings of guilt due to the patients' desire to be considered as 'reliable' in managing self-care. In the following examples, D stands for 'Doctor', P for 'Patient', A, S and G are young patient's names for 'Alan', 'Sylvia' and 'Gordon', whereas F stands for 'Alan's father' and M for 'Sylvia's mother'. 

Example 1 (Figure 1)









The doctor has the prejudice of suspecting the young patient of lying, especially because the result of the self-test is "too good to be true".However, he does not manifest explicitly his distrust, nor does it accuse the patient to manipulate the results. His comment is implicit (in fact, the patient's father "translates" it). The boy is first silent; then, he seems to awkwardly try a false implicature.

                   
---------------------------------

                          
FIGURE 1 ABOUT HERE

                   
---------------------------------

Example 2 (Figure 2)








This is a situation of reticence and lie.The doctor starts by congratulating with the patient "if the results are real" (a case of irony?), but .. "are they real"? The boy seems to feel guilty, he is silent, does not respond to the congratulations, and then lies: he says he does not know whether the results are good, while he should have confessed that the results ``are good, BUT...''. In effect, from the doctor's sentence he could have inferred the generalization "today things are OK", which the boy knows to be not true, and a sort of congratulating attitude, which he knows to be not justified. He should pronounce that "BUT" which could stop the doctor from making all those mistaken implicatures (the "BUT" is then said by the  patient's mother). The boy, instead, expresses his puzzlement about the doctor's evaluation of the results. However, this puzzlement (which is genuine) is not actually related to what the boy literally said (he perfectly knows that those results ARE good) but is related to what he thinks the doctor can infer (that he knows to be false).

                  
 ---------------------------------

                         
 FIGURE 2 ABOUT HERE

                   
---------------------------------

Example 3 (Figure 3)








This is a case of deception by using a misleading inference, or "half truth". The boy tries to induce a false inference: from "two or three A day" he tries to induce the inference "two or three EVERY day".

                   
---------------------------------

                          
FIGURE 3 ABOUT HERE

                  
 ---------------------------------

4.2.    Dialogues about contraceptives

The following conversations are English translations of dialogues which were recorded in a private family planning clinic [Pet94]. 

Example 4 (Figure 4)

This is another case of reticence, with subsequent lie, with the aim of justifying a choice which is known to be not rational, and cannot be justified. The doctor pretends to believe what the patient says, but tries to lead the patient to communicate, as well, the real rationale for her choice. The patient keeps on lying, and attributes her own belief to her gynaecologist.

                   
---------------------------------

                          
FIGURE 4 ABOUT HERE

                   
---------------------------------

Example 5 (Figure 5)

This is an example of reticence and elusion. The patient does not want to take the pill into consideration as an alternative contraceptive method. She then avoids an indirect doctor's question, with the aims, at the same time, of both not taking the pill and not talking about her decision.

                   
---------------------------------

                          
FIGURE 5 ABOUT HERE

                  
 ---------------------------------

Example 6 (Figure 6)

If the patient's answer was deliberate, then this is a case of elusion of the question: the patient answers the question "why did you take the pill" instead of answering to "why did you take the pill without prescription". Then, either she did not get the purpose of the doctor, or she just does not want to talk about that.

                   
---------------------------------

                          
FIGURE 6 ABOUT HERE

                   
---------------------------------

4.3.    Comments about the examples.

A general observation about the previous dialogues concerns the conversants' behaviour. Both the patients and (especially) the doctors never lie "explicitly". They evade the question by making a joke (example 5), or use more subtle forms of deception, or omission, or reticence. Moreover, when realizing that the patient is lying, the doctors never reveal the deception, clearly preferring different aims. Rather, they try and stimulate the patients to tell the truth themselves, and if this does not happen, they just give up.

5.    XANTHIPPE.

XANTHIPPE is a dialogue simulation system, originally developed as part of a wider project: an advice-giving system in the medical domain. In the simulation, the system plays the role of the "expert", that is the doctor, whereas the user is the "patient". A more thorough description of the dialogue module can be found in [Der98]. Here, only its main characteristics are described.

The conversing agents in XANTHIPPE are "agents with personality". Personality factors are close to representing the "aims" of an agent and the ways to pursue them [Car80,Cas97]. In conflict resolution conversations, personality traits can play various roles. They can influence the choice of the strategy to employ in a conflicting situation, the degree with which an agent is attached to its own goals or the reaction of an agent to the success or the failure of one of its strategies. If we assume that personality traits influence human communication, then also when conversing with a computer it has sense to consider these factors in the user model. There is by now agreement on the fact that a real "friendly" computer system has to be able to perceive the personality of its users to tailor its behaviour to them; it is admitted, as well, that an "intelligent" system has, more or less implicitly, its own behaviour and idiosyncrasy, which can be allegedly seen as a "personality"[Nas95].  Each XANTHIPPE's agent has a mental state formed by two, not totally symmetric components: 

  - one's own state, where own beliefs and goals are represented, together with the rules that link them (first order        

     beliefs). 

  - other agent's default image, with a similar structure (second order  beliefs). 

Agents interact by exchanging communicative acts (Inform, Request, Ask-Whether, Ask-why and so on) linked by rhetorical relations. The conversation can be seen as the result of applying recursively several forms of reasoning, in a sequence that depends on the context, on the two agent's personalities and on the results of the previous reasoning step. The following forms of reasoning have been envisaged so far: 

a.      interpret the communication received.
We do not consider the linguistic aspects of interpretation, and assume that a statement is always interpreted 'correctly' as a standard communicative act. We classify communicative acts as 'questions' or 'proposals', which activate different forms of reasoning and reaction.  

b.      discover a conflict between one's own beliefs and goals and the received proposal. 

After a proposal, the receiving agent has to decide whether it conflicts or not with its own belief and goal structure, by reasoning on its own mental state.  

c.      make hypotheses about the reasons supporting a proposal.
The agent may decide whether to accept the proposal by reasoning only on its own mental state (as in the previous step) or also on the other agent's one; this decision is regulated, in the literature, by the agent's 'attitude', which is defined as cooperative or non-cooperative. In cooperative dialogues [ChC95], the agent would accept a non-conflicting proposal without reasoning on the other agent's mental state: this form of reasoning would be activated only to discover weaknesses in the other agent's viewpoint, to be exploited in argumentation [Syc91]. We maintain that believable agents  [ReB95] show various levels of cooperativity as to specific goals, even within the same dialogue: cooperativity levels depend on the context, and therefore on the agent's higher order goals, but also on its personality. For example: an 'altruistic' agent would behave in a 'truly cooperative' way, by considering systematically the other agent's viewpoint, to verify whether the received proposal really matches this agent's presumed interests.  In this context, it may consider the possibility that the other agent is insincere, to postulate whether to believe in the communication received or not: as we will see in next Section, this type of reasoning typically requires  reflecting on the reasons why a proposal was made by the other agent. 

d.      decide when to make a question, and which question.

In purely rational negotiation dialogues, information is requested only when the agent hasn't enough data to decide whether to accept the other agent's proposal. When believable agents are modelled, this decision is conditioned -as well to 'higher order goals', which are essential in establishing when to make a question, and which question. In our example dialogues, the doctor makes either 'open' or 'closed' questions. The first question type is not necessarily preferred when the doctor hasn't enough information to decide; it can be influenced, as well, from higher order goals, such as 'to encourage the patient to assume an active role', or to 'manifest an enlistening attitude'.  In selecting a closed question, doctors might, on the contrary, be willing 'to show their competence', or 'to manifest their intention to place the patient on a parity position', and so on. 

e.      decide how to answer a question.
After a question, the agent has to verify the truth value of its owns beliefs or goals (in case of true/false questions) or which data support a belief or a goal of its own (in case of why questions). When it is on the defensive (maybe because it is aware of its argumentation ability's weakness), it may be induced to select 'elusion', 'reticence' or 'lie' as an alternative to a completely 'sincere' assertion. Agents can also ask to themselves why the other agent made the question (again, with an abduction process), especially if they are, again, in a 'defensive' or a 'highly cooperative' attitude. 

f.      revise one's own or other's mental state.






In the abduction process, personality factors play a role in selecting the 'most likely' cause of a conflict.  Let us consider the case of an agent A_i which found two alternative explanations for a conflict with the agent A_j, both of them due to an error in one of the two agents mental state: in the first hypothesis, the conflict is ascribed to an error in A_i's beliefs  in the second one, it is ascribed to an error in A_j's beliefs. If A_i is "self confident" then it will reject the first alternative and will consider the second one as more likely; an "insecure" agent will do the opposite. 

g.      examine the consequences of a change of mind.

In this phase, consistency in one's own and other agent's image has to be insured by belief revision techniques. 

h.      decide how to react to a proposal or an answer.

After interpreting a proposal and discovering a conflict and the reasons behind it, the agent may react by declaring to accept it (by implicitly accepting to change of mind) or by making a counterproposal, and arguing for it. In purely rational dialogue simulation, argumentation is only a function of the strength of arguments available. In believable agents, strong or highly plausible arguments are not necessarily employed in answers. In the example dialogues about contraceptives, the doctor never argues 'by discredit of a contraceptive', but prefers 'positive' arguments: even if she thinks that a contraceptive is preferable to another, for the particular patient examined, she never argues against it. The reason is probably that she doesn't want to encourage, in the patient, negative attitudes towards any contraceptive. In this phase, the agent will thus consider not only the subject of the proposal, but also whether other (higher order) goals exist, which deserve consideration; the agent's personality will play, as well, a role in this decision. Let us, for example, make the hypothesis that the agent concluded, in a previous step, that the conflict with the other agent is due to a divergence about a specific belief. It has thus to decide whether to change of advice about that belief or try to convince the other agent to do it: this decision will depend on how 'persistent' the agent is.  Another example: an 'aggressive' agent might be willing to hold on a conflict even after the original causes have been -partially or totally- clarified. An 'acquiescent' one might decide, on the contrary, to pass over the conflict even though it hasn't been solved.  It is in this context that an agent has also to decide whether to manifest to its interlocutor that it discovered a deception: this decision is governed, too, by personality factors.  

Our fist prototype of XANTHYPPE does not include all the forms of reasoning that we mentioned, as agents consider one goal at a time, and act according to the common 'sincere assertion' and 'confidence' hypotheses. In other papers [DeG97, Der98], we showed examples of dialogues which can be simulated with the system. In these dialogues, agents show a 'personality-based' behaviour, but do not adopt any form of deception. To simulate the more complex and deceiving behaviours that we have exemplified in this paper, our conversing agents should be empowered with the following abilities: 

a.   ability to consider the possibility to avoid answering (also when the answer is known) or to answer insincerely if needed; 

b.   ability to reason about the other agent's communication (answer or proposal), by considering the possibility of 'insincerity'; 

c.   ability to decide whether to disclose that insincerity has been discovered.

In the remaining of the paper we will examine how these situation may be faced.

6.   Mental states and forms of reasoning to deceive and suspect.

We will concentrate on the contraceptive prescription dialogues showed in Sect. 4.2. Let us suppose that the belief state of the patient (P) is as depicted in Fig. 7. The rules and beliefs showed in the picture are then first order beliefs: they all are connoted by the predicate "BEL P". For the sake of simplicity, we assume that the doctor (D) has the same set of beliefs and rules about P, and that the beliefs in Fig. 7 are included in D's model as second order beliefs (that is, they are connoted by "BEL D BEL P"). Let us also assume that D thinks that both Pill and Coil are contraceptive methods which would be suitable to the patient, and that the patient wants to avoid having babies (as she came to the family planning service). D has therefore the following basic beliefs:

Bel D Bel P (Int P (AvoidHavingBabies P)) 

Bel D (Harmless COIL P) 

Bel D (Effective COIL P) 

Bel D (Harmless PILL P) 

Bel D (Effective PILL P) 

At the beginning of interaction in the three examples, D does not know the opinion of P about coil and pill being harmless and effective





----------------------------------





FIGURE 7 ABOUT HERE





---------------------------------

This background mental state of the two agents is common, we assume, to the three situations described in Sect. 4.2. As we anticipated, all the cases represent a deception that is activated by the doctor's request to justify her choice. In other words, in all the cases the patient deceives because she does not want to reveal and to discuss the reasons for her choice, nor she intends to change her mind about her choice. In the following subsections we will try and simulate the reasoning process that P and D might have used in the three situations. 

6.1.     Example 4

We start the analysis from the question which causes P's deception. 

D:      Why don't you feel like fitting a coil?  

We can translate it as:

     (Ask-why D (Bel P not (Int P (Take P COIL ))))

P:      I don't know why... My gynaecologist advised me against it. 

By  performing a backward reasoning,  P  finds a justification for her choice against the coil:

     (Bel P (PsycholBiasAgainst COIL P))

Her problem now is to decide whether she really wants to communicate such a justification to P. She decides she rather not (we denote this belief as 'object of deception', in Figure 7).  We can presume that P feels her position to be "weak": such a belief may be uneasy to justify, or it is something P does not want to think about, or P feels her reason is weaker than D's ones, or even ridiculous (in D's opinion). Another possible, less "irrational" interpretation is that P is simply not inclined to change her mind about the pill, as her belief:  (Bel P (Int P (Take P PILL)))  is very strong.

She then decides to adopt a reticence strategy. She looks for other plausible reasons against the Coil. 

Saying that she considers the Coil not effective for her:

    (BEL P (not (Effective COIL P)))

would not be plausible enough, as D would easily find many counterarguments, being stronger then she is on medical knowledge. She then chooses:

    (BEL P (not (Harmless COIL P)))

and, making a further step on her backward reasoning, she chooses the motivation for this belief that she considers the strongest one, as it does not allow any argument:

    (BEL P (not (GynaecologistAdviceFor COIL P))). (we denote this belief as 'deception instrument', in Figure 7)

D:    Your gynaecologist advised you against it.. did he tell you why?

D considers this communication with diffidence. She starts by examining the content:

a. is the content plausible?

Let us suppose that D has a general (default) rule saying that a gynaecologist would advise any contraceptive method for which no contraindications exist, and the Coil in particular:

   (Bel D not (MedicalContraindications COIL P)) -> 

             (GynaecologistsAdviceFor COIL P)).

We also presume that D is not aware of any contraindication for that patient to use the Coil. From her point of view, then, the premise of the rule is (very likely) true, and the same for the conclusion. Therefore the communication is (very likely) false, not plausible.

b. is the source tendentious?   

to establish this, D wonders whether P might have some good reasons for attempting to lead her to believe what she said, that is whether

      Bel P Bel D not(GynaecologistAdviceFor COIL P) has any convenient consequence for P.

She then considers other possible alternative answers to her question. She realizes that if:

       (Bel P (PsycholBiasAgainst COIL P))

then the communication about the gynaecologist would have the advantage, for P, to avoid explaining her psychological fears.

D then concludes that the source might be tendentious, and therefore the communication is very likely to be false. Now, D has to decide how to react. As she does not want to manifest her feelings, she pretends to accept P's explanation about the fictitious doctor. However, she still wants to know the real reasons of P's choice, she then asks further explanations:

    (Ask-why P (Bel P not (GynaecologistAdviceFor COIL P)))

P:    He says that it's a foreign body, after all.

P has no explanation for the communication she gave, as she was lying. But she has to answer something, if she wants to keep on with the story. She then chooses the simplest way, by ascribing to the doctor "her own" belief about the coil.

In the remaining of the conversation, D is even more suspicious about P: it is not plausible that a gynaecologist defines a coil as a"foreign body"; this is not a plausible contraindication.  She, however, decides to forget about the deception: she clearly has some other goals with higher priority. Moreover, she in a sense obtained an answer to her question about P's reasons, even if indirectly.

6.2.   Example 5.

Again, we will concentrate on the sentences expressing the deception.

D:   You've come with a resolute position in favour of the coil.

The doctor makes an assertion which is, in fact, a request for an elaboration about the patient's decision. We can presume that the question is:

    (Ask-why D (Bel P (Int P (Take P COIL))))

or better, as D was considering the two alternatives "pill" and "coil", that the "real" question is:

    (Ask-why D (Bel P not (Int P (Take P PILL)))). 

P:   (...) I don't want another baby.

We assume that P understands the real question (the doctor mentioned the pill in the same turn). She then, as in the previous example, wonders whether she wants to communicate the actual answer to D, and, again, she decides she rather not (this is, again, the object of deception, as in the example 4). We do not enter into the detail of this decision. We can assume the same kind of reasons as in the previous example: a uneasy to justify belief, a psychological prevention, and so on. She then decides to stick with the literal question, pretending that she did not get the real one, and provides the 'easiest' explanation to that question:

     BEL P (Int P (AvoidingBabies P)) (this is the deception instrument).

D:      (...) you don't necessarily have to use a coil 

D considers this communication with diffidence. She starts by examining the content:

a. is the content plausible?

in this case the problem of plausibility does not apply: what the patient said is definitely true. The problem is that P did not actually answer D's question: her answer is not sufficient. 

b. is the source tendentious?

D does not think that P might have misunderstood the question, especially because of what has been said so far.

However, D does not enter into the details, and, either the misunderstanding was genuine or pretended, she decides to clarify her question:

Ask-Whether D Bel P (Exists x (Contraceptive x) and (Convenient x P) and (DiffersFrom (x COIL)) 







P:      What should I do, should I come to sleep at your home? 

P again refuses to talk about the pill as a possible alternative. She then manifests this by considering an alternative (we can translate it with "avoiding sex" for the sake of simplicity) that she knows cannot be considered as convenient:

    BEL P (Contraceptive NoSex) and BEL P (not (Convenient NoSex)) and BEL P BEL D (not (Convenient NoSex))

It is remarkable that P decides to use irony to manifest this: it is a sort of "reductio ad absurdum" to prove that the coil is the only suitable technique.

6.3.     Example 6.

D:      Why did you take it without (prescription)?

D's question is direct this time, even though the patient interrupts her before she can finish it:

        (Ask-why D (DO (TakeWithoutPrescription P PILL))). 

P:      In order to avoid another pregnancy.

The pattern is always the same: P wonders whether she wants to answer D's question and decides she rather not. She then decides to answer part of the question, pretending that she did not realize the whole one. In other words, she decides to answer the question:

        (Ask-why D (DO (Take P PILL)))

And an obvious reason for taking the pill is of course:

        (Bel P Int P (AvoidHavingBabies P)) 

7.   Conclusions.

The examples we have seen in the previous Section are all cases of a particular type of deception, arising after a Ask-why question and due to the answering agent's need to hide one of her beliefs. The adopted deception strategy consists of either (i) choosing an alternative and easier to justify answer (even though it is false and not completely plausible: see the example 4), or (ii) answering an alternative question after simulating a misunderstanding of the original one (like in examples 5 and 6). Discovering a deception requires, to D, tracing P's decisional process. This starts from evaluating the credibility of a communicated belief by examining, at the same time, its plausibility and the believability of the source; if the communication reveals to have a low credibility, the same kind of evaluation is repeated on some alternative hypotheses, so as to select the most credible of them as the true 'object' of the deception.

All this suggests that modelling the reasoning process behind deception requires applying several techniques for 'ordering' beliefs and goals.

a.
In deciding whether to deceive about an owned belief through reticence or elusion, the <strength> of beliefs is considered. This strength is a function of several factors: the 'difficulty to justify the belief', the 'difficulty to accept the risk of being obliged to abandon it' (for instance, after arguing with a stronger partner) or even the 'difficulty to reflect on the belief itself'.

b.
In deciding how to deceive (which belief to select as an instrument to hide the real object of reticence), the plausibility of alternative hypotheses is evaluated, as a function of how likely it is that the alternative belief is considered as true by the interlocutor. This requires, again, considering the belief strength, though in a different sense (its plausibility) and by reasoning on second-order beliefs.

c.
in discovering a deception, a symmetrical reasoning is made on the other agent: second-order beliefs are employed to discover whether the source might be tendentious, whether she might have reasons to hide some true beliefs. First, second (and maybe third)-order beliefs are employed to discover whether the data is plausible: is it plausible that I believe it? is it plausible that she believes it? Is it plausible that she believes I believe it?

d.
In deciding whether to disclose the discover of a deception, the strength of goals is considered.

We can therefore say that simulating deceptive interchanges in conversations requires assigning two types of strengths to beliefs:

-
a measure of uncertainty about their truth value, to evaluate their plusibility;

-
a measure of 'endorsement' or 'epistemic entrenchment', which Julia Galliers claims to be linked to the belief utility \SYMBOL 91 \f "Symbol"Gal92\SYMBOL 93 \f "Symbol". This may have, however, at least two components: (i) the number of beliefs which are linked to the 'to be revised' belief (something related to Gardenfors' 'informational value' of beliefs \SYMBOL 91 \f "Symbol"Gar92\SYMBOL 93 \f "Symbol"), and (ii) to what extent revising this belief would entail revising one's own goals.

If probability provides a well-grounded theory for treating belief uncertainty, the same is not true for belief utility and for the combination of the two types of weights into a overall measure of data plausibility. Similar problems exist, to set up how to combine data plausibility and source believabilty to provide a overall measure of belief credibility. In another work [DCC98] we describe a probabilistic way to deal with deceiving attitudes of agents under a 'closed world' hypothesis, that is when all the world characteristics (agents' personalities, behavioural patterns, communicative acts etc) are known by all the participants to the dialogue. In this very strict hypothesis, we model the decision of deceiving 'at the right moment' and the progressive arising of suspect, in a playing agents world. The same model, however, does not work equally well in a more complex and open world such as XANTHIPPE's and does not allow treating all the types of belief strength that we examined in this paper. In addition, other deception forms that we showed in Sect. 5, both in the adolescent diabetics dialogues and in the medical package inserts, suggest that deception can be pursued not only by just telling the false or hiding the truth, but also by encouraging false implicatures or by softening the truth, through typically "fuzzy" techniques: something which requires applying still different uncertainty management methods.

A final, general consideration: examining real, sophisticated dialogues confirms our initial idea that there can be deception also in highly cooperative interactions, such as the relation between doctor and patient. If deceiving is so common in natural dialogues, and there exists a form of deception even in collaborative and help seeking situations, we cannot see why deception should be excluded when a user interacts with a computer, nor why a computer system should be trained to avoid deception in its responses. Politeness involves good manners, and good manners are a form of deception: it is then necessary even for a machine to be 'well-mannered'.
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FIGURES

Figure 1:       Example 1 (dialogue with adolescent diabetics: from [Sil87]) 

----------------------------------------------------------------------------

D:      Alan, these (figures look too good to be true. Is that right Alan? 

A:      No 

F:      What he means is have you been making them up? 

        [no response] 

        [...] 

D:      Does anybody check them with you? 

A:      Sometimes 

D:      Well I think all we can say is that it's unlikely that the results really indicate your control. 

        [Alan is fiddling with his sweater]

----------------------------------------------------------------------------

Figure 2:       Example 2 (dialogue with adolescent diabetics: from [Sil87]) 
 ----------------------------------------------------------------------------

D:      Well, you've got the record today, 22 percent 

        *.....* 

D:      Would you say the control's good? 

S:      I don't know 

D:      Come on! 

M:      It was good but it's gone off lately 

        *.....* 

D:      Well, the control is a bit up and down, isn't it? 

S:      Yes. 

----------------------------------------------------------------------------

Figure 3:       Example 3 (dialogue with adolescent diabetics: from [Sil87]) 
----------------------------------------------------------------------------

D:      Okay (0.5) so what sort of results are you getting then? 

G:      Well (     ) average between ten and six (1.0) not too bad 

D:      Blood sugars you're talking /   about? 

G:                                      Yeah blood sugars 

D:      When are you doing them mostly? 

G:      Well I'm doing them before my breakfast, before my tea and er (      ) now and again I'm doing them before bed       

           and weekends. I'm doing them at dinner time and that 

D:      Are you doing them one a day or are you doing them... 

G:      Two or three a day 

D:      Two or three every day? 

G:      Well, not every day 

D:      Hh hmm 

G:      You know something like (2.0 second pause) one day, miss a day and then again (1 second pause) 

D:      Uh I mean I'm impressed. I've not er been critical er been impressed if you've been /doing  these (      ) 

----------------------------------------------------------------------------

Figure 4:       Example 4 (dialogue about contraceptives: from [Pet94]) 

----------------------------------------------------------------------------

P:      I would like you to prescribe me a contraceptive pill. 

D:      You would like to take the pill (2.0) and you already know other methods (.) why have you considered the pill? 

            [Ora vorresti prendere la pillola (2.0) e conosci gia' altri metodi (.)  per quale motivo hai pensato alla pillola?]

P:      Eh, I don't want to fit a coil! 

             [Eh, la spirale non la voglio mettere]

D:      You don't feel like it. 

             [Non te la senti] 

P:      ....and I think this is the only solution... 

             [E credo che questa (2.0) sia l'unica soluzione]

D:      Why don't you feel like fitting a coil? 

             [Perche' non te la senti per la spirale?]

P:      I don't know why... My gynaecologist advised me against it 

             [Non lo so (.) perche' il mio ginecologo me l'aveva sconsigliata]

D:      Your gynaecologist advised you against it.. did he tell you why? 

             [Il ginecologo te l'ha sconsigliata non ti ha detto per quale motivo?]

P:      He says it's a foreign body, after all... 

             [Dice che e' sempre un corpo estraneo (3.0)]

D:      well, from a point of view...

             [Va be' tu da un // punto di vista]

P:      I'm definitely not inclined to fit it      

             [?Io non sono proprio propensa a metterla]

D:      No, no I was saying that from a point of view, say, of contraceptive programme, it is correct that you now take 

          the pill, it's a right period, you are young. 

             [No no io ti stavo dicendo che da un punto di vista (.) diciamo di programma di contraccezione e' giusto che tu    

              adesso la prenda (la pillola) e' un periodo giusto, sei giovane.]

----------------------------------------------------------------------------

Figure 5:       Example 5 (dialogue about contraceptives: from [Pet94]) 

----------------------------------------------------------------------------

D:      OK? No, I was just thinking:: between coil and pill, which is the best thing to choose now (1.0)? You've come     

          with a resolute position in favour of the coil

               [Va bene? No pensavo appunto:: tra la spirale e la pillola quale fosse la cosa migliore da scegliere adesso(1.0)? 

               tu sei gia' venuta decisa (.) per la spirale]

P:      Hm I've come exhausted not resoluted, because I don't want another baby 

               [Eh sono venuta proprio esaurita non decisa perche' non lo voglio un altro figlio]

D:      ?Yes I got it, but if you don't want other babies you could also...you don't necessarily have to use a coil 

               [?Si questo l'ho capito pero' per non volere un altro figlio no si puo' anche ... non necessariamente ti devi 

               mettere la spirale]

P:      What should I do, should I come to sleep at your home? 

               [E come faccio me ne vengo a dormire a casa tua?]

----------------------------------------------------------------------------

Figure 6:       Example 6 (dialogue about contraceptives: from [Pet94]) 

----------------------------------------------------------------------------

D:      Did a doctor prescribe it or:: // did you just take it

            [E ti era stata data da un medico o:://l'hai presa cosi']

P:      No I just took it

            [No l'ho presa cosi']

D:      Ah why did you take it without...= 

            [Ah come mai l'hai presa senza...]

P:      Eh, in order to avoid another pregnancy 

            [Eh per non avere un'altra gravidanza]

----------------------------------------------------------------------------

�In Van Der Hoek et al's scale of credibility, (i) observation is the most trustworthy way of acquiring information, (ii) communication depends on the relation of trust, dependence or credibility between the sending and the receiving agents with respect to the formula, and on the credibility of the information itself, whereas (iii) default jumps (endogenous sources of information produced by default reasoning) are the less credible ones. However, their moral hypothesis of communication "partially contradicts the dependence of credibility attached to communication on the level of trust". [VMM96]


�"medicines 'may' cause unwanted effect in 'some' people"


�"most people who are prescribed X will benefit from taking it, but some people can be upset from it", or even "along with its needed effects, a medicine may cause unwanted effects. Most people find it causes no problems"


�"just like all medicines"


�Many authors have defined the semantic of 'plausibility' by improperly assimilating the concepts of 'possible' and  'plausible'. See, for instance, [QuL98]: "A property P is possible if there is a hypothetical sequence of actions that leads to the state P. This process is verified by the construction of a hypothetical world where property P holds  (...). If the hypothetical world is non-contradictory, then the property is plausible and it may be accepted". Such a non contradiction check is made on the hearer's belief set. On the contrary, in our opinion the discovering of deceptions should be evaluated, by the hearer, on the basis of the plausibility of the communication to the agent's which communicated it.
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