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Abstract
Both stable characteristics (traits) and transient emotions and moods (states) influence user behavior. In this paper we describe a  symbolic cognitive architecture that supports the integrated dynamic modeling of both trait and state influences on selected aspects of cognitive processing.  The underlying thesis of the approach is that the combined effects of traits and states can be modeled by varying the architecture parameters that control both processing and the structure of the architecture itself and the individual modules. The core feature of the architecture is thus its high degree of parameterization and the ability to encode the combined effects of traits and states within this parameter space. We provide operational definitions of representative trait and state influences in terms of specific values of the controlling parameters.  We then demonstrate how the architecture models several trait-state phenomena.

Introduction

Faced with yet another computer crash, (or Microsoft animated paper clip), some users calmly reboot, others go get a cup of coffee, yet others may erupt in rage. Concomitant with these observable behaviors are changes in the activated cognitive schemas. These may relate to the computer (task) (e.g., “time to get rid of this machine”, “it’s that mailer again”), or to the self (e.g., “I sure am getting good at this”, “Maybe I need a new job”). 

To state the obvious: the same situation can cause such widely varying reactions because people are different.  Both stable characteristics (traits) and transient emotions and moods (states) influence behavior
. Much empirical  and some theoretical research exists regarding the nature of these influences on perceptual, cognitive, and motor processes (e.g., Matthews et al., 2000; Matthews & Deary, 1998; Williams et al., 1997; LeDoux, 1989; Ekman and Davidson, 1994).  However, attempts to operationalize the nature of these influences at a sufficient level of detail to allow computational modeling have only recently begun to emerge. 

In this paper we describe a  symbolic cognitive architecture that provides the representational constructs and processes to model a number of trait and state induced behavioral phenomena. The core feature of the architecture is its high degree of parameterization and the ability to encode the combined effects of traits and states within its parameter space. The parameters control the architecture processes (e.g., speed and accuracy of attention and working memory), structures (e.g., organization of long term memory stores, topology of the architecture modules), and their contents.  

The key objectives of this effort are: 

· To provide operational definitions of  representative trait and state influences on cognition in terms of specific values of the architecture parameters.

· To integrate within a single architecture the interacting influences of traits and states. 

· To demonstrate how observable differences in behavior result from internal changes in the underlying cognitive processes, structures, and the data they manipulate. 

Our earlier work outlined the generic approach for modeling individual differences via parameter-controlled processing (Hudlicka, 1997; 1998 (see also Pew and Mavor, 1998)) and described the implementation of an initial prototype and modeling testbed (Hudlicka and Billingsley, 1999; Hudlicka et al., 2000).  In this paper we provide detailed elaborations of integrated trait and state modeling, present an augmented architecture that includes additional constructs known to mediate trait and state influences (e.g., goals and expectations regarding both the task and the self), and describe an expanded parameter space for expressing the trait / state influences. 

Our effort falls within the broad area of affective computing (Picard, 1997) and, more specific to the user modeling community, affective user modeling (Elliot et al., 1999)  Within this broad research area, which includes both affect appraisal and affect expression models, our work focuses on a narrow “slice” through the affective processes. Namely, 1) the identification of an affective state through appraisal, using highly-abstracted external and internal cues as inputs,  and 2) the expression of this state in terms of specific effects on cognitive processes and, ultimately, observable behavior.  What distinguishes our work from many of the existing efforts in appraisal modeling  (e.g.,  Elliot et al., 1999; Paiva and Martinho, 1999; Andre et al., 1999) which focus on implementations of the OCC model of appraisal  (Ortony et al., 1988), is the focus on operationalizing the trait / state effects in terms of the architecture parameter space. 

The paper is organized as follows. First, we outline key research questions to address in trait / state modeling. Next, we provide a brief introduction to the vast body of empirical and theoretical trait / state research and discuss the variety of cognitive, perceptual, and behavioral phenomena resulting from trait / state influences. Next, we describe the MAMID cognitive architecture, and illustrate how it models several representative trait-state phenomena. Finally, we conclude with a summary, conclusions, and an outline of future research directions.  
Key Research Questions and Issues

A number of research and design issues arise in developing a model of trait – state interaction and their joint influences on performance. These include the following:

· What are the most critical personality traits and affective states? How does this set vary across situational contexts? 

· What criteria do we use to select particular traits / states to represent in a model? How do we choose from alternative competing theoretical / empirical models 

· What are the exact effects of traits / states on individual cognitive and perceptual processes and structures? What is the ‘causal sequence’ of these interactions? Do traits exert their effects independently or are these effects mediated by intervening affective states? 

· How can the influences of these factors be best represented within a cognitive architecture? Which components, internal structures, and processes must be explicitly represented? 

Trait / State Research
Both traits (aka temperament, personality, affective style) and states (aka emotion, affective states, moods) have been studied extensively, primarily by psychologists but more recently by neuroscientists and cognitive scientists. Lively debates exist among researchers regarding the many open issues (see for example Ekman and Davidson, 1994). These range from terminology (e.g., the subtle differences between emotion, affective state, and mood),  the fundamental sets of traits and states (e.g., the “Big 5”, “Giant 3”;  the notion of ‘basic emotions’), the expression and manifestation of different emotions, interaction of traits and states with situational factors, and the role of traits and states in adaptation (or pathology). Below we provide a very brief summary of the relevant trait / state research. 

Traits Personality traits have been studied using a variety of empirical methods (e.g., physiological / neuroanatomical, empirical laboratory studies, descriptive / factor analytic,  clinical / anecdotal, etc.), and different foci (e.g., within-individual vs across-individuals studies
, developmental stages, etc.).   Typically, each approach and level of analysis offers its own set of traits (see table 1). Recently however efforts are beginning to be made to relate these distinct sets of trait categories (e.g., see Ekman and Davidson, 1994, pp. 51-96). 

Table 1: Alternative Trait Categorizations

Trait Set
Traits
Level / Type  of Analysis
Author

Five Factor Model (Big 5)
Extraversion, Emotional Stability, Agreeableness

Openness 

Conscientious
Descriptive (self or others), factor analytic
Costa & McCrae

1992

Giant 3
Approach / Extraversion

Inhibition / Neuroticism

Aggressiveness / Psychoticism
Descriptive (self or others), factor analytic
Eysenck1991

Gray
Approach (BAS)

Inhibitory (BIS) 

Fight / flight (FFS)
Neuroanatomy
Gray

1990

Clinical
Narcissistic

Avoidant

Passive-aggressive
Psychodynamic
DSM-IV



States: Emotions and Moods Similarly, much research has focused on attempting to develop taxonomies of states. This includes efforts to understand the differences between emotions and moods (e.g., duration, nature and awareness of triggers, distinctive autonomic and facial correlates), identify fundamental ‘basic’ emotions (e.g., some researchers propose that there is a small set (2-11) of fundamental emotions which typically includes fear, joy, surprise, anger, sadness (Ortony provides a succinct summary (Ortony et al., 1998, p. 27)), and identify 2 or 3 fundamental dimensions of moods (e.g., energetic and tense arousal (Thayer, 1996),  negative and positive affect (Watson and Clark, 1992), energetic and tense arousal and hedonic tone (Matthews and Deary, 1998). 

Effects of Traits and States on Behavior Traits and states influence observable behavior via a variety of distinct influences on perception, cognition, autonomic and motor processes, both transient and long-term. A number of these influences have been identified, at varying levels of specificity and generalizability. These influences exist both at the “lower” levels of processing (e.g., attention orientation during an acute fear episode, increased working memory capacity correlated with positive affect),  and at “higher” levels involving goals, situation assessments, expectations, and self schemas (e.g., complex feedback relationships between affective state and self-schemas (Matthews et al., 2000)). 

 As might be expected, traits tend to exert their influence via more stable structures (e.g., types of schemas stored in LTM, preferential processing pathways among functional components), whereas states tend to produce transient changes that influence the dynamic characteristics of a particular cognitive or perceptual process (e.g., attention and WM capacity, speed, and accuracy).  Traits also contribute to the dynamic process characteristics, particularly with respect to affective state generation and expression, which is one of the key mechanisms through which traits expressed their influence.  In other words, particular trait value combinations map onto specific values of affective state triggers, ramp-up and decay rates, and intensity levels.  Table 2 summarizes the most stable empirical data regarding trait / state influences on cognition and behavior. 

Selecting Trait, States, and Specific Phenomena to Model

Two criteria guided the selection of traits / states and phenomena to model: 

· degree and reliability of empirical data, and

· importance of phenomena induced. 

We selected the traits and states shown in table 3 for the initial demonstration. These were chosen because of their clear behavioral manifestations relevant in the situations of interest, the high levels of correlation found between trait and state values and specific cognitive, affective, or behavioral manifestations (particularly for the N and E factors and anxiety), and the apparent consistency with underlying neuroanatomical systems (e.g., E - BAS, N-BIS, and P-FFS).
Table 2: Effects of Traits and States on Cognition & Behavior 


Anxiety and Attention
 (Williams et al., 1997; Mineka and Sutton, 1992)

      Narrowing of attentional focus 

      Predisposing towards detection of threatening stimuli


Anxiety and Working Memory

(Williams et al., 1997; Mineka and Sutton, 1992)
     Reduction in capacity

     Faster threat detection / slower otherwise

Obsessiveness and Performance 
(Persons and Foa, 1984; Sher et al., 1989)

       Delayed decision-making

       Reduced ability to recall recent activities

       Excessive ‘checking’ behaviors

Affect and Judgment & Perception  
(Isen, 1993; Williams et al., 1997)
      Negative affect lowers estimates of degree of control

      Anxiety  bias towards threat interpretation 

High Neuroticism and Attention / Perception 

     (Matthews et al., 2000)

     Preference for self and affective state stimuli

     Bias toward negative appraisal (self and non-self)

High N /  Negative Affect and  LTM 
 (Matthews et al., 2000; Bower, 1981; Blaney 1986)

      Predominance of negative self schemas

      Predominance of negative threat-related schemas

      Predominance of self schemas

      Predominance of affect schemas

      Mood congruent recall

High E / High N and Behavior Preferences

(Matthews et al., 2000)

     High E preference for approach / active behavior

     High N preference for avoidance / passive behavior
High N (trait anxiety) and Anxiety States

(Rothbart, 1994; Matthews & Deary, 1998)

   Lower triggers

   Steeper ramp-up

   Slower decay

   Higher intensity 

   More generalized expression of anxiety

Traits and Affect Sensitivity

(Matthews and Deary, 1998)

     High E and positive affect sensitivity

    High N and negative affect sensitivity

Traits and Reward / Punishment Behaviors

Matthews and Deary, 1998)

     High E and reward seeking

     High N and punishment avoidance
Table 3: Traits / States in MAMID Model

Traits

  Extraversion (approach, BAS)

  Emotional stability (neuroticism , BIS)

  Aggressiveness (psychoticism, FFS)

  Conscientiousness

States 

  Fear / anxiety  

  Anger / frustration

  Positive affect

  Negative affect

Of particular interest for our effort are trait / state effects on attention, working memory, and long term memory characteristics (e.g., anxiety-induced reductions in WM capacity, high N-induced emphasis on self and affective stimulus processing and negative self schemas, mood induced memory retrieval biases), and behavior repertoires (e.g., strategies that involve self vs external focus, fundamental preferences for approach vs. avoidance behaviors). 

Selecting Specific Phenomena to Model How do we constrain the broad problem of trait – state modeling?  The model design depends in part on which traits and states we wish to model and the specific phenomena we wish to demonstrate. 

As table 2 demonstrates, empirical psychological data provide a variety of trait and state influenced behavioral manifestation from which to select. These can be organized in a number of ways; for example, by: 1) specific cognitive process / architectural component they appear to influence (e.g., attention, memory); 2) particular behavioral manifestation (e.g., obsessive ‘checking behaviors’,  perseveration, ‘affective thrashing’
, 3) general focus on activity and degree of self-relevance (e.g., self vs. task), and 4) the degree of voluntary control and conscious awareness. 

A number of these phenomena are particularly relevant in user modeling in the HCI context.  Human-machine interaction often causes anxiety and frustration, whether or not the actual task is inherently stressful (e.g., ATC, military decision support systems) or relatively non-stressful (e.g., information retrieval). These affective states can have consequences on outcome that range from non-optimal (user frustration, suboptimal task performance) to disastrous  (aircraft or military accidents).  A common, if unproductive, behavioral manifestation of frustration or confusion in the HCI context is perseveration. (Anyone who has ever repeatedly hit the same key or selected the same menu item, knowing full well that it did nothing useful last time, is familiar with this phenomenon.) Of particular interest in pedagogical settings is the trait-linked characteristic of reward vs. punishment sensitivity. 

Parameterized Cognitive Architecture

The integrated approach to trait / state modeling is demonstrated within a parameterized cognitive architecture designed to model a broad range of individual differences factors: the MAMID architecture (Methodology for Analysis and Modeling of Individual Differences) (Hudlicka and Billingsley, 1999a; 1999b; Hudlicka et al., 2000). 

The structure of the architecture, module interactions, and module structures, was motivated in part by cognitive theories regarding attention, memory, decision making, etc., and in part by the specific trait-state phenomena we wished to demonstrate.  Thus an explicit attention module was necessary to demonstrate the high N / anxiety induced attentional biases; goals were necessary to demonstrate influence of goal / situation mismatch on affect generation; expectations were necessary to demonstrate effects of expectation valence on affect and action selection;  and distinction between self and task stimuli, goals, and actions was necessary to demonstrate the trait-linked differences in self  vs. non-self focus. 

The MAMID architecture consists of six modules:  attention, filtering the incoming cues and selecting a subset for further processing; situation assessment integrating low-level cues into high-level situations (both self and task related), goal manager integrating situation, expectation, and affective state information to derive the most critical goal, expectation manager combining situation and affective state information to derive the next expectation, affect appraiser integrating the various factors, static (traits, individual history) and dynamic (current affective state, current situation, goal, expectation), that influence affect generation, and action selection selecting the most suitable action for achieving the current goal given the current situation.  

The attention module uses procedural knowledge representation, the situation assessment, goal manager, expectation manager and affect appraiser use a combination of belief net (BN) and rule based inferencing (Hudlicka and Billingsley, 1999b). Memory is implemented within these modules by the associated knowledge bases (either belief nets or rule sets), with LTM consisting of the entire knowledge-base and WM consisting of the currently activated subset (e.g., number of currently active BN nodes, rules). 

The core feature of the architecture is its high degree of parameterization and the ability to encode the combined effects of traits and states within this parameter space.  A variety of architectural features are controlled, and thus can be manipulated, by these parameters. These include: dynamic properties of specific processes (e.g., capacity, speed, accuracy of attention and working memory; dynamic characteristics of the affective states themselves (e.g., trigger, ramp-up, peak, decay rate values of particular affective states), the knowledge structures encoded in the LTM  (e.g., topology and content of belief nets & rules), and module topology within the architecture, defining inter-module communication  (e.g., data flow between situation assessment, expectation manager, and goal manager and attention, defining degree of perceptual priming,  between expectations and situation assessment, between goals and affect appraisal components, etc.). 

Figure 1 provides a schematic illustration of the general relationship between the trait / state, the architecture parameters, and a functional diagram of the architecture itself. 
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Figure 1: Schematic Illustration of MAMID Trait / State Modeling Approach and Architecture
Example

In this section we provide a brief illustration of the modeling approach, describing how a particular cluster of high N / and anxiety related phenomena are implemented within MAMID.  Specifically: attentional and perceptual threat bias and monitoring, and self focus. The example illustrates which architecture parameters are influenced by these factors, how this influence is quantified, and how processing within each module (and across modules) is affected, resulting in observable differences in behaviors. 

Concrete illustrations are provided from the current MAMID scenario, involving the reaction of two distinct commander types (‘low anxious’ and ‘high anxious’) to an identical ‘surprise’ situation.  Briefly, a Battalion is engaged in a peacekeeping mission and is traveling along a road towards its objective.  Suddenly, the unit is surprised by illumination rounds. The ‘low anxious’ commander (high E, low N, low anxiety) realizes that this event does not represent imminent danger, and continues movement as is. The ‘high anxious’ commander (low E, high N, high anxiety) assumes that this represents an attack, panics and fires, and stops moving.  His primary focus is on reducing his own level of anxiety and worrying about the effects of this situation on his career (i.e., negative and self-directed focus). 
The trait influences are expressed in terms of the following features:

· structural aspects of the architecture topology,
· structure and contents of the individual modules’ LTM (knowledge bases), and

· parameters determining the dynamic characteristics  of affective states over time.

Specifically, the architecture links facilitating communication between Goal and Expectation Manager modules, and Situation Assessment and Attention modules have higher weights associated with threatening, negatively valenced, and self-focused schemas. This results in preferential processing of cues and situations matching these schemas (i.e., selective priming of these cues), which implements goal-directed perception and confirmation bias of threats and negative expectations. It may also result in increased focus on cues and situations relating to the self (e.g., affective state, a variety of self schemas relating to efficacy, locus of control, etc.).  LTM of the Situation Assessment, Goal Manager, Expectation Manager, and Action Selection modules contain more negatively valenced, threat-related, and self-focused schemas, expressed either in terms of rules or belief nets.  Thus providing more options for negative / threatening / self related situations, expectations, goals, and ultimately actions that reflect threat and focus on self-oriented behavior strategies.  

The trait-on-state effects of high N result in reduction of thresholds triggering anxiety / fear, anger / frustration, and negative affect states. For example, a situation with a threat level of .6 triggers the onset of anxiety, whereas in a low N individual a threat level of .8 is required; analogous effects exist on induction of negative affect and resistance to positive affect for positively valenced situations. High N also results in steeper ramp-up, slower decays, and higher intensity levels for negative affective states. 

The state influence is expressed in terms of dynamic parameters controlling processing within each module. Specifically, perceptual bias towards threatening cues, in conjunction with reduced attentional capacity and working memory capacity, further contributing to selective and exclusive processing of threatening cues, subsequent derivation of high-threat situation interpretations, and selection of threat-related actions. The preferential focus on self-related stimuli (self affective state, self assessments) also contributes to a selection of self-related actions, thus resulting in task neglect.   

Returning to the scenario, we obtain the following differences in behavior in the two commanders. The Attention and Situation Assessment modules are responsible for the cue filtering and the situation assessment. While the low anxious commander perceives the illumination cues, he also perceives other data, such as known distance of adversary units and their strength.  He has no threat-bias in his situation assessment, and no working memory capacity reductions, and derives the situation that the likelihood of attack is minimal.  In contrast, the high anxious commander’s attention capacity is reduced and his threat-bias is high, as such, his only current focus is on the illumination.  This,  coupled with the structural threat bias in the belief nets mediating situation assessment, and the working memory capacity reduction, which further limits the number of cues processed, results in a derivation of a high-likelihood of enemy attack.  Differences between low and high anxious commander belief nets include the net topology, the node contents, and the conditional probability tables. Figure 2 illustrates a sample belief net mediating situation assessment within  the current scenario.
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Figure 2: Example of a Belief Net Mediating Situation Assessment

Similarly, there are corresponding differences in the expectations generated by the Expectation Manager as a result of the situation assessment, also implemented in terms of belief nets which essentially represent a dynamic causal model While the low anxious commander’s belief nets generate possible but unlikely opposition, the high anxious commander’s belief nets lead to the following expectations: Danger to self: high; Danger to unit: high, and Career success: threatened.  

The Affect Appraiser module combines the factors contributing to the affective state (existing affect and its dynamic parameters, current situation, differences between current and desired situations, and current expectations) and derives the resulting affective state. In the case of the low anxious commander, there is no change in the anxiety level, which remains low.  In contrast, the high anxious commander’s level is further increased, due to his trait-influenced higher maximum intensity, the contributions of the current situation assessment and anxiety-producing expectations, and the differences between the desired states (both task and self) and the current situation. 

Next, the Goal Manager module selects the next goal to pursue. In the case of the low anxious commander, the current situation, expectations, and affective state maintain the goal to reach the objective, resulting in the Action Selection module’s choice of the continued movement action.   In contrast, the high anxious commander’s situation (‘Under attack’), expectations (‘Danger to Self’, ‘Danger to Unit’, and ‘Threat to Career’), and affect (‘High anxiety’), trigger the activation of two goals: the task-related ‘Defend unit’ and the self-related ‘Reduce anxiety’. Table 4 shows examples of the rules mediating this goal selection.  These goals are than mapped onto specific activities within the Action Selection module, resulting in the following behaviors: ‘Stop’, ‘Ask for Help’, ‘Report excessively’, ‘Fire’. Table 4  shows examples of the action selection rules. 

Table 4: Examples of Goal  and Action Selection Rules for High Anxious Commander

Goal Selection

IF (Situation = ‘Under attack’) & (Expectations = ‘Threat to Unit’)  THEN  (Goal = ‘Defend unit’)

IF (Neuroticism = high) & (anxiety = high) THEN (goal = reduce anxiety)

Action Selection

IF (goal = ‘Defend unit’) & (unit action capability = adequate) & (anxiety = high) THEN (Fire)

IF (goal = ‘Reduce anxiety’) & (unit movement = moving) THEN (stop movement)

IF (goal = ‘Reduce anxiety’)  THEN (ask for help) & (report to highers) & (report to peers)
Implementation

An initial proof-of-concept MAMID cognitive architecture was implemented in the context of a simulated military engagement (Hudlicka and Billingsley, 1999a; Hudlicka et al., 2000).  The behavior of each unit commander is modeled by an instance of the MAMID architecture, whose exact behavior is determined by an individual differences profile consisting of traits, individual history, general cognitive abilities, and skill level.  These factors, together with the resulting affective state, determine the cognitive architecture parameter values and lead to variations in observable behaviors.  The existing prototype successfully demonstrates the anxiety-related trait  / state profile influences  by producing distinct behaviors for individual commanders which ultimately lead to different mission outcomes (e.g., time required for completion, number of casualties, etc.).  

However, without the explicit representation of goals and expectations, both the behavior complexity, and the affect appraisal process, were limited.  For example, certain phenomena could not be modeled (e.g., goal-directed perception, confirmation bias, the effects of failed goals and negative expectations on the user’s affective state, etc.). 

We are currently in the process of augmenting this prototype architecture with additional modules (e.g., goal manager, expectation manager) to fully implement and evaluate the example described above and additional trait / state phenomena described earlier.   

Summary and Conclusions
We described a cognitive architecture that supports the integrated dynamic modeling of both trait and state influences on selected aspects of cognitive processing. The trait / state influences are expressed in terms of a series of parameters that control both the structure and functioning of the architecture.  A wide variety of trait / state combinations can be modeled within this parameter space, supporting the demonstration of a broad range of behavior variability associated with trait / state variations. 

Although the current MAMID domain is military training, we believe that the trait / state modeling methodology is generic and broadly applicable to a wide variety of domains and systems that would benefit from user modeling.  This includes training and tutoring, decision support, and cognitive and affective assessment and treatment. 

Future Work

Once the full implementation of the architecture is completed, we plan to evaluate the effectiveness of the modeling methodology in terms of the following criteria:

· Ability to recognize consistent  personalities corresponding to the input trait profiles.

· Consistency with empirical data.

· Ability to generate empirical hypotheses regarding specific mechanisms of trait / state influence on cognition and behavior.
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� In addition, of course, to cognitive ability differences, skill level and training, individual histories, and contextual  factors. 


� This is what is often referred to as idiographic vs nomothetic approachs. 


� The terms generally used are joy and sadness. However, we felt that these terms are often too narrow and not as broadly applicable to human-machine interaction. 


� A situation when opposing goals / behavioral tendencies are active with same intensity (e.g., approach / avoid).
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