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ABSTRACT

Neural signal users are people with complete paralysis operating computer-based equipment through direct brain-computer interface technologies. In this paper, we discuss the importance of utilizing affective information in interfaces for these people, to include both applying user affect and displaying machine affect. Such information can be invaluable in low-level input adaptation (e.g., interpretation of neural signals), as well as in developing proactive predictive interfaces. We will also show how existing prototypes of environmental controls and communications applications could be augmented by inclusion of affective information. 
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INTRODUCTION

Traditionally, people with complete paralysis, or "locked-in" syndrome (alert, intelligent but unable to move or talk) have been deprived of the ability to effectively communicate and control their environment. Our research group conducts studies and development of direct brain-machine interface technologies to assist such people [6]. In order to communicate, the clients have electrodes implanted directly in the motor cortex of the brain; the electrodes intercept and process neural signals. These signals are mapped onto unidirectional (right and down only) cursor movements, thus allowing the clients to use computer-based equipment. Due to the imprecise and error-prone nature of the interpreted neural signals, interaction with computers is an arduous and error-prone task for such people, and may often cause frustration.

To minimize the amount of interaction/navigation required and to make computer interaction more pleasant and satisfying, we have considered utilizing user affective information to build proactive predictive interfaces: interfaces adapting to user’s current state (to include physiological and affective aspects), predicting possible actions and making suggestions for actions based on previous interaction history, and application and environmental context. We also suggest that implementing machine personality and affective state could extend such 

interfaces to be social and more personal, thus at least partially alleviating the problem of lack of social interaction. 

We have initially explored these issues in the context of an environmental controls application – software that allows neural signal patients to control a number of devices, such as lights, TV, VCR, etc., and a communications application providing the users with a way to compose phrases. First, motivation and background will be given. Second, the user/device capabilities and current user interface designs will be described. Next, possible applications of affective information to these interfaces will be presented, and finally, future research will be considered. 

MOTIVATION AND BACKGROUND

For locked-in people, brain-computer technologies provide a way to regain their lives: control their environment, communicate with the outer world by means of e-mail, browsing the web, reading electronic books, and, of course, convey their needs, thoughts and wishes in computer-mediated conversations with friends and relatives. 

Research in Brain-Computer Interfaces (BCI) is new, but fast-growing: there are over 20 active BCI research groups now compared to 6 in 1995 [14]. At the current time, however, the developed BCI technologies are painfully slow - they offer maximum information transfer rates (the amount of information communicated per unit time) of 5-25 bits/min at best [14], and the interpretation of the signals received is of low accuracy. As the research is at its conception, it has been primarily concerned with developing brain signals capture and interpretation devices, and limited attention has been paid to ease and satisfaction of use, or to social aspects of the interaction. Jonathan Wolpaw et al. [14] acknowledge the need for exploration in the BCI community of the impacts of subject mental states such as motivation, fatigue, frustration, but no research has been done in this direction yet. By pursuing the following two goals: to minimize the required interaction with the computer to perform everyday tasks (e.g., turning the lights on), and to increase the quality and amount of social interaction, we believe we could begin to address the problems of slow and inaccurate information transfer and lack of social interaction, thus improving the quality of life of people with locked-in syndrome. 

Affective information, both user and machine, can play a significant role in achieving both goals. To the end of  minimizing the amount of interaction required, current and prior user affective state information could be used in the following two ways: to guide auto-tuning of neural signal interpretation (by means of self-adjusting device drivers that adapt to current signal strength), and to provide heuristics to select actions in proactive predictive interfaces. The usage of affective information is even more important in achieving the goal of increasing social interaction, which is also two-fold. First of all, the locked-in users are unable to move or speak, and thus to convey their emotional state via voice, body posture or facial expressions. Conveying emotions and mood via a computer would enrich user’s communication with both humans and machines. Secondly, bed-ridden and unable to speak, the users have a very limited amount of social communication, with computer becoming the primary source of interaction. In such a case it seems important for a computer to play a role of a companion rather than just a machine by possibly developing a personality and expressing affect. 

We are building upon ideas and findings in the area of affective computing, in particular those set forth by Rosalind Picard [11], and are exploring ways to adapt them to the domain of assistive technologies. Our research has also been inspired by work done by Clifford Nass and Byron Reeves in computers as social actors [8,9]. 

USER/DEVICE CAPABILITIES AND LIMITATIONS

To give a better understanding of possible affective enhancements, the following section covers the user and device capabilities and limitations, which have to be taken into consideration in interface design.

User

Our potential users are people with locked-in syndrome – prisoners of their own bodies, cognitively intact and alert, but unable to communicate even their most basic needs [2]. Due to their medical condition, these people may often experience pain, mood swings, and tire easily, which, based on our initial observations, influences significantly strength and constancy of the neural signals the user produces. Thus, it is important to know the user current state in order to maximize the benefits from his/her interaction with the computer. We define user state to include physiological, cognitive, and affective aspects, such as illness/medications, pain level, fatigue, cognitive load, level of concentration, stress, or frustration. 

Device

The core medical technology is a stable electrode that is implanted into the motor cortex of the human brain. The electrodes transmit an amplified signal by means of an FM transmitter. Each recorded waveshape of the transmitted neural signals is converted into a TTL pulse by a computer running a digital signal processor, and then mapped to cursor movements by Parmouse device control – parallel mouse device driver [10], which allows neural signals to drive a cursor on a computer screen [6]. 

The neural signals are generated by the user’s imagining movements of his left hand, as the electrodes are implanted in the left hand motor cortex area. The rate of increase of firing determines the velocity at which the cursor moves over the screen. Currently, two electrodes are implanted, one to control horizontal movement, and one to control vertical movement [6]. The current implementation imposes the following constraints on the interface design: unidirectional cursor movement: only right and down; difficulty in changing the direction of the cursor movement from horizontal to vertical and vice versa (the signals are continuous, not discrete, and it’s difficult to stop once the signal is being generated); and high perceived error-rate of navigation (up to 75%, as reported by a neural signal user).

INTERFACE DESCRIPTIONS

We are currently developing a number of applications for neural signal users, such as a Virtual Keyboard, Web Browser, Communications application, E-mail, Environmental Controls, and a number of training and biofeedback applications. Below are descriptions of environmental controls and communications interfaces which we propose to augment by applying user and machine affective information. The choice of the interfaces was determined by a number of factors: these interfaces are representative of those designed specifically for neural signal users, they could benefit significantly from application of affective information, and would be relatively easy to enhance.

Environmental Controls Interface

The goal of the environmental controls interface is to allow the user to control his/her environment (e.g., TV, lights, fan, VCR, radio, etc.) through a computer. Constrained by described earlier user and device limitations, the current design follows the menu metaphor (Figure 1): the menu-bar (visible at all times) across the top of the screen contains a list of appliances the user can interact with, and pull-down menus below each appliance contain a list of corresponding terminal functions (visible only as the cursor moves over that appliance). The user selects a menu-item/function by holding the cursor ("dwelling") over the item for a certain period of time (e.g., 2 sec) which results in the performance of the appropriate task (e.g., the lights will be turned on if 'All Lights ON' task is selected). To overcome the limitation of unidirectionality, we designed the cursor to wrap around (return to the top left menu item of the menu) at the end of both the menu-bar and pull-down menus, as well as once a task is selected [7]. To facilitate error recovery in navigation, we modified cursor behavior in navigation of pull-down menus: moving the cursor to the right during the navigation will initiate the wrap-around behavior, thus offering the user an alternative way to return to the top left position if a navigation error occurs.
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Figure 1: Environmental Controls Interface
Communications Interface “TalkAssist”

The TalkAssist program [12] (Figure 2) was developed by Georgia Tech computer science students to assist nonverbal people in communicating, and was adapted for neural signal users. It contains a customizable database of icons that are associated with phrases, organized by common usage scenario categories. When the user selects
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Figure 2: TalkAssist

an icon, Talk Assist produces a phrase via a voice synthesizer. The database can be customized to each user with phrases specific to his/her needs [7]. 

APPLYING USER AFFECTIVE INFORMATION 

User affective information can be applied to neural signal interfaces on two levels: 1) lower-level input signal interpretation based on user’s current state; 2) higher-level content of predicted actions. As mentioned earlier, it could also be used to enrich communication by conveying user mood and emotions to the conversation participants.

Obtaining User Affective Information

Unobtrusive capture of user state is important for the following reasons: the user has very limited communication abilities and would have difficulty to convey his/her state (in fact, verbal self-reporting or “think aloud” is impossible); explicit information elicitation would slow down the already slow computer interaction process. Such unobtrusive capture is facilitated by the fact that these people have life monitors on them at all times, which would allow to easily capture physiological aspects by measuring galvanic skin response, pulse and respiration, body temperature, etc. In cases where just sensing the physiological changes does not provide adequate information, a certain amount of self-reporting could still be used either by developing an application which would stay open in the background at all times, and allow the user to describe how he/she feels by selecting an appropriate state or their combination; or by computer’s asking specific questions depending on the information missing. Another way to obtain such information without distracting the user is by asking those who know him/her well. For example, they may be able to detect when the user is tired, or sleepy, and provide this information to the computer; if there are any repeating patterns in user state, the computer may be able to learn them, and will not need others to provide this information in the future. 

Lower-level Input Adaptation

As stated earlier, the neural signals that a user produces depend significantly on his/her current physiological and psychological state, including affective state: e.g., the frequency of the signals may be affected by the user’s pain level, his/her willingness to work/being “in the mood”, fatigue and concentration levels. Such changes in frequency require adjustment of brain signal-to-cursor motion ratios in order for the user to retain control of the cursor. In previous work, such adaptation was done manually; currently we are developing intelligent adaptive controls that evaluate signal occurrence over time and dynamically change threshold levels to adjust to changing trends in signal frequency [7]. Obtained user affective state information could guide the intelligent adaptive controls and help it make more informed decisions. For example, the decision to set the frequency threshold lower (meaning that weaker signals generated by the user will still count) would be based not only on the fact that signals have been getting weaker, but also by the fact that the user is tired or frustrated, and thus be more accurate. 

Furthermore, based on such information, the system could also inform the researchers (since verbal communication is non-existent) of user’s capability and willingness to continue, for example, training sessions, or proactively suggest a user to switch to an easier task. 

Higher-level Action Content Prediction

By designing interfaces which can predict future user actions we hope to minimize, speed up and simplify the computer-neural user interaction, making it easier and more productive for the user to perform his/her everyday tasks. Such predictions can be acted upon by the computer in a number of ways: 1) by automatically moving the cursor to the next plausible action (suggesting an action in an implicit way), thus reducing the amount of navigation; 2) by automatically performing a sequence of actions for the user; 3) proactively suggesting a user to perform an action (and performing it in case of positive reply) based on a number of factors, such as time, day, current action, mood, and others. In this section we will briefly touch upon user history, and application and environmental context as building blocks for proactive predictive interfaces, and then will give examples of how such interfaces could be enhanced by using affective information in a similar manner. 

Application Context

Application context refers to the current state of the application, to include the context types of activity and time [1]. Application context can be primarily applied in the automatic positioning of the cursor on the next most likely option. Its usage is often combined with the results of user history, although it is possible to determine rules that depend on past user behavior to a lesser degree. An example of utilizing application context would be positioning the cursor on the 'TV Power' option right after 'Watching TV' option in the 'Lights' menu is selected, or moving the cursor to the help option if the 'Play' option on the 'VCR' menu is disabled (e.g., if the tape is not in).
User History

User history encompasses capturing user behavior, discovering the patterns in action sequences and applying the results to the automation of actions, positioning of the cursor, or suggesting an action. Consider the following example of applying user history to automating action execution. When 'TV Power' option is selected, the TV turns on with the channel the user most likely would like to watch at this particular moment. In order to implement this particular scenario, information on channel selection is captured in a database in day/time/channel triples (in half-hour intervals). To determine the most likely channel, we propose a version of reinforcement learning: ChannelChoice = R * MAX(Quantity per day/time), where R is a reinforcement constant; value of R for each channel/day/time triple is diminished if the user switched to a different channel within a certain amount of time, and is increased if not; a temporal degradation technique is used to put more emphasis on recent entries. A similar algorithm could be used to change the presets for TV channels displayed under the 'TV' menu depending on day/time and past user behavior, as well as for controlling volume for the TV, VCR and radio, and other options.

Environmental Context

Environmental context refers to the current state of the appliances and to certain people-related events (e.g., knock on the door). It differs from application context in the source of the context: external vs. application-specific. It can be used to both automate certain actions and to disable currently unavailable options, with or without relying on user history. For example, if the system detects a knock on the door, or someone's entering the room, it could automatically turn the volume down (if TV or radio are on) until the person leaves. Similarly, as a response to the same event, a blackout screen can be automatically displayed to protect the user's privacy. 

User Affective Information

There are at least two aspects of predictive interfaces for which the usage of affective information may prove beneficial. First, user personality, current and past emotional state and mood can offer additional heuristics for predicting future actions; moods, showing cyclic patterns of variation [13], may be especially appropriate to use in conjunction with user history. For example, in the channel prediction scenario, mood and emotional state could both help resolve a tie in channel selection, and serve as a basis for evaluating the correctness of the prediction (an implicit alternative of “thumbs up/thumbs down” by checking whether the user is pleased/displeased). In the communications area, the choice of phrases may be dynamically changed based on the user’s attitude towards the conversant, or changing emotional state of the user. Here are some other examples in support of this idea: if the user is not feeling well and the pain level is high, then he/she may want to call for the nurse, or, if in a good mood, may want to watch his favorite TV show; if feeling tired and sleepy, may want to have the lights and TV off. 

Second, affective information in conjunction with user personal preferences may help determine the mode of presentation of predictions: cursor positioning, automatic action execution or action suggestion. For example, if the user is tired and responding to a suggestion would be an unnecessary burden, then automatic action execution would be a better choice; however, if the user is frustrated and displeased with the computer predictions, then just suggesting a possible action may be more appropriate. 

Enriching Communication by Conveying User Affect

As the expressive ability of locked-in people is significantly impaired, it would be valuable to provide such people with at least an approximation of emotionally and semantically rich communication. In our everyday conversations we all use a wide range of means to convey the connotative and affective aspects: posture, facial and bodily expressions, voice modulation, of which our users are mostly deprived (with an exception of blinking and limited eye movement). However, they are quite capable of feeling affect, and would benefit from being able to convey it to those they converse with. Such affective information could be conveyed in a variety of ways, ranging from simple text-based presentation (e.g., a text box on the screen specifying current user state) to affective modulations in voice synthesizer to complex avatars and conversational agents, capable of conveying emotional state through voice, body and facial expressions (e.g., conversational agents developed by Justine Cassell and Gesture and Narrative Language Research Group at MIT Media Lab [3,4]; avatars developed by Robert Hubal and others at Research Triangle Park [1]). 

APPLYING MACHINE AFFECT

Clifford Nass et al. [8] show that “the human-computer relationship is fundamentally social”, that people apply social rules to their interaction with computers, and treat them as social actors, even if unconsciously. In particular, some of the experiments suggest that people prefer to interact with computers having similar personality, and also respond positively to praise from computers. This leads us to believe that the extent to which computers conform to social rules and represent a likable social interaction partner may affect the usability of user interfaces. We would also like to suggest that endowing computers with personality and affect could boost their role as social actors, and thus increase the amount of social interaction the neural signal user engages in. 

Improving Interface Usability

Machine affect, to include machine personality and display of affective reaction to user actions, may make a difference on whether the user “likes” the computer he/she interacts with, and, consequently, finds the interaction enjoyable. It is especially important to make the neural signal interfaces “likable and friendly”: this would ease the frustration of low-bandwidth input, slow and error-prone interaction. For example, expressing approval and praise in training applications would boost the user’s motivation to continue using them.

Increasing Social Interaction: Computer as Companion

As the neural signal users are expected to spend a significant amount of their waking time in interacting with computer, and in view of severe lack of human interaction, computers could possibly assume the role of companions – someone such individuals could engage in social interaction with, as opposed to just a tool to complete a task. For example, the computer could engage in a small talk with the user, perform health monitoring by querying the user, express concern if he/she is not feeling well, tired or frustrated, or suggest to watch a favorite TV show or find jokes to lift user’s mood. 

RESEARCH AGENDA

We are planning to integrate the existing applications into a single system, which would leverage from usage of affective information between a number of applications. For example, a single mechanism could be used to collect affective information, and to store it in a central database; and the same avatar could represent all the applications. A number of heuristics can be used to guide this process in the area of action prediction:

·  capture affect information in the same manner as actions, date and time;

· provide initial mapping between affective states and preferred actions; improve mapping based on history;

· improve action prediction accuracy based on current state and improved mapping.

Currently, user history information, to include actions selected by the user in the Environmental Controls application, as well as the date, time and day they were selected, are captured in a database; a basic channel prediction algorithm has also been implemented.

Finally, we suggest that the proposed ways of applying affective information to neural signal interfaces can be extended to a wider domain of assistive technologies, e.g., for those with severe motor or speech disabilities. 
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