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Abstract

This paper presents an initial specification for the development of the EToy project (Emotional Toy). This project consists in building a physical interface endowed with the necessary mechanisms for the assessment and reasoning of affective behaviors. These features will allow such a system to act consistently, according the user’s emotional state. Such state will be used to control the emotional behavior of a synthetic character inhabiting a 3D virtual world.

1 Introduction

Computers are generally seen as machines that compute in a logical, rational and predictable way. Although some scientists and philosophers argued so, these are not the only requirements to produce what we call an intelligent behavior, i.e., to be capable of dealing with complex problems and interact with people in an intelligent way. Nowadays, a new approach is being considered. Some scientists now (see [Damásio] [leDoux]), consider that there is a major property of the human’s reasoning process, that has a major importance in the resolution of some tasks, but that remained unexplored in the development of computational systems required to act intelligently: emotions. 

They argue that emotions have a relevant influence in the human’s perceptual, creative and cognitive processes; that emotions are relevant in focusing, planning, decision-making, reasoning, learning and in memory.

According to this, if one wants to develop a system capable of producing an “intelligent” behavior, it is fundamental that we give it emotional capabilities.

There are several areas of research engaged with the development of computer systems, which can sense, understand, reason and produce emotional behavior, in order to improve human-computer interaction. The established point here is that such systems must have emotional mechanisms as well as the necessary intelligence to manage them correctly.

The EToy project aims at the development of an affective physical interface. This will be guided by two main goals. The first goal is that it can acquire information through the user’s manipulation of the physical object he will use to interact with the system [Kirsch, Ishii]. Second, this information must be interpreted, in order to a) perceive what was the action induced by the user, mapping that information to a pre-defined set of actions; and b) how was this action induced, generating the corresponding emotional state the system thinks the user is in, inferred from that manipulation. This process will then be integrated into a larger project, where users will control the emotional state of a synthetic character through the affective physical interface.

This approach, if proven successful, can be used in any other system, endowing it with an emotional support.

2 System architecture

The main goal of this work is in fact, the assessment of the user’s affective state. Thus, this system will allow applications to add a user modeling that will include, along with other characteristics about the user, also information about his or her emotional state. This ascription will be based on the user’s behavior, through manipulation of the plush toy, as well as on other events of the application virtual world. To do that, we will need a cognitive theory of emotions that consider and work with such stimuli. The chosen theory was the OCC theory of emotions [OCC], which will be the support for the construction of our affective user model. The OCC theory, and in particular its appraisal structure has been proved feasible to implement in a system, e.g. EM System (the Emotion System)[Bates][Reilly].

In order to accomplish this, the architecture of the EToy system is composed by two main components:

· Physical Interface

· Affective User Model

The implementation of these two components, and the control over the data flow resulting from the interaction between them, constitutes the basis of the EToy project.

The two main components are capable of functioning independently. 

The Physical Interface component analyses the interaction between the user and the toy he/she is manipulating, and infers the emotions or actions underlying those gestures.

The Affective User Model is attached to an application running a virtual world. This virtual world has a representation of the agent controlled by the user, a synthetic character that also has perceptions about the world it inhabits.   Thus, the Affective User Model component receives information from this virtual world it is attached to, the users goals and other user model data, producing only context dependent emotions. This component may also receive as input the emotion / action resulting from the Physical Interface component, and this is the point of intersection between the two components. 

The next sections introduce each of these components, and present the basic concepts and the definitions that support the development of these two tasks.

2.1 Physical Interface

The physical interface component provides the information about the user’s actions in terms of his control of this specific interface, i.e. it provides information on the user gesture predicted and the corresponding certainty, used for the application the user is running. 

Differently from the Affective Tiger (see [Kirsch]) which main goal was to have a toy that would react emotionally to the emotions of the user, in EToy the goal is to control the emotions of a synthetic character through the physical object.

The physical, or tangible, interface used in the EToy project is actually a puppet endowed with a set of sensors incorporated inside its body (although we can extrapolate this to a different type of object). These sensors are disposed strategically over the puppet’s body, in order to allow the acquisition of standard movements, like moving arms, moving legs, moving head, pressing the trunk, etc.

The figure below shows the distribution of the sensors over the physical interface.
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Figure 1 - Disposition of the sensors in the puppet's body

According to this distribution of the sensors over the puppet’s body, it is possible to establish a subset of gestures that the system will filter in order to attain the user’s emotional state.

Table 1 - Mapping gestures to emotions

Gestures
Emotions

Put the toy's hands in front of it's eyes or moving the toy backwards vigorously
FEAR

Moving the toy slightly backwards (squeezing it slightly)
DISGUST

Swinging the toy (putting it dancing) and/or playing with its arms
HAPPY

Bend down its neck or bend down all the toy's trunk
SAD

To place its arms crosswise or shake the toy vigorously
ANGER

Open its arms backwards inclining its trunk slightly backwards too
SURPRISE

Table 1 below shows the correspondence between the gestures produced by the user and the emotions the system must infer once it interprets a specific gesture.Once the system determines the emotional state of the user, which it is already a great achievement, the system must also be able to express those emotions back to the user in a convenient way; otherwise, this work would be useful. Thus, the system provides a visual feedback for these emotions through the character’s facial expressions. For this reason, the emotions we are considering are based on Ekman’s basic emotions [Ekman] for facial expressions. 

Besides emotions, the system will also detect actions induced by the user’s manipulation of the doll. The table below shows the correspondence between the gestures produced by the user and the actions the system must infer once it interprets a specific gesture.

Table 2 - Mapping gestures to actions

Gestures
Actions

Swing the legs forward and backward alternately or moving the toy forward with small jumps
WALK

A bouncing jump in the vertical
STOP

To bend down and move the arm like it was picking something or moving the toy like it was diving
PICK

The correspondence described in these tables is being verified experimentally. 

The goal of these experiments is to determine, how does a person perform, a specific set of control gestures for a virtual character, through the manipulation of a doll. In these experiments, the users have the toy in their hands (the toy does not have any sensors at all, nor any communication ability) and they have a monitor in front of them, showing a virtual character that is able to express these emotions and actions. As the user is playing with the toy, someone who controls the virtual character will activate the emotions or actions according with the table above. The results of these experiments, namely, other observed gestures, usually used by the users to induce some specific emotion or action will be used to determine a final correspondence between gestures and emotions/actions.

In the first prototype, we do not consider the arms and legs’ movements, because the interpretation and the distinction between the gestures using them, needs a much more complex analysis. Thus, for the first prototype, we will focus just in the trunk movements, consequently reducing expressiveness.

The Figure 2 below describes the architecture of the Physical Interface component and the subsequent sections explain the two main process modules in this component.
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Figure 2 - Physical Interface architecture

Stimuli Acquisition

The doll transmits a set of signals, generated by its sensors, resulting from the interaction with the user. These signals need to be conveniently treated, so they can be easily interpreted and consequently used to infer the underlying action or emotion. The module responsible for this task is called the Stimuli Acquisition module. 

The Stimuli Acquisition module treats the signals generated by the physical interface sensors and produces higher-level information, i.e. the identification of the gestures according with Table 1 and Table 2, and their characteristics, namely intensity, acceleration and direction. This information is known in the system as the physical stimuli.

In sum, the physical stimuli produced by the Stimuli Acquisition module consists in the description of four main characteristics:

1. The kind of gesture that was performed

2. How intense was that gesture

3. What was the acceleration of that gesture

4. What was the direction of the gesture

The Stimuli Acquisition module is developed along with the construction of the puppet, and its implementation is dependent of the actual sensors employed in the physical interface.

Physical Inference Module

The Physical Inference Module is responsible for the interpretation of the physical stimuli produced by the Stimuli Acquisition module.

This module consists in a set of if-then rules, which antecedents refer to the physical stimuli and the consequents are descriptions of emotions or actions. These rules are based on Table 1 and Table 2.

Depending on the characteristics of the physical stimuli produced, i.e. the specific gesture, its intensity, acceleration and direction, the emotion or action produced will have corresponding characteristics. For instance, if the user puts the toy dancing and jumping with a high vitality, the corresponding emotion (happy - according with the mapping tables) will have a higher intensity, than it would have if the same stimuli were produced by more smooth gestures.

Contrarily to the inference mechanism of the Affective User Model component, presented in the next section, the Physical Inference module, receives only the physical stimuli as input. The inferred affective information or the action conveyed in the corresponding gesture, does not take into account any additional information about the user, e. g. the user’s knowledge base, his goals, previous emotional state, etc.

The resulting emotion / action descriptions will flow to two directions: to the Virtual World (through the actuators which are responsible for conveying this information to the VW), affecting directly the synthetic character the user is controlling; and secondly to the Affective User Modeling component. This component will take into consideration these descriptions as well as other characteristics of the user and the information about the state of the world. This information will be used to produce a more elaborated emotional state of the user; we can say a context dependent emotional state.

2.2 Affective User Model

In order to give a computer system the ability to act in an affective consistent manner with the user’s emotional state, it is necessary to build it the means to accurately acquire and reason about such characteristic of the user. Such systems must have what is called the Affective User Model. 

The first step considered in the development of an affective user model, consists in defining a discrete set of emotional states the system can infer, to describe the user’s current affective state. The emotions considered in the system are, as referred above, happy, sad, surprise, fear, disgust and anger.

Once the set of emotions an user can have is settled, the next step consists in determining the pre-conditions of those emotional states, which must be true so that the associated emotion can be experienced, i.e. one must determine the eliciting situations that give rise a certain emotion. This issue is addressed in the section referring the inference motor.

The third aspect, and probably the most difficult to achieve, that one must have in consideration in order to build an affective user model is the dynamics of the emotional system. The kernel issue of this aspect, is to know how long does an emotion last in the system, i.e., how long can the effect of previous inferred emotions be relevant for determining the user’s current emotional state, and how much does it bias this evaluation according to how recent is the emotion.

The section below describes the attributes for an emotion and defines the way its intensity will vary through time in the system.

Emotion Definition

Since the EToy framework is based around the concept of emotion, it is necessary to provide a definition for an emotion in the system. 

Table 3 - Emotion Attributes

Attribute
Description

Class
The id of the emotion class being experienced

Valence
Denotes the basic types of emotional response. Neutral, positive or negative value of the reaction.

Subject
The id of the agent experiencing the emotion

Target
The id of the event/agent/object towards the emotion is directed

Intensity
The intensity of the emotion. A logarithmic scale between 0-10

Time-stamp
The moment in time when the emotion was felt

Table 3 shows the specification for the attributes for an emotion. The attributes considered for the description of an emotion, are according with the OCC theory of emotions [OCC], which was set to be the supporting theory for the system implementation.

The attribute Class describing an emotion refers to the type of that emotion. According to the OCC theory, the emotions are organized hierarchically. This hierarchy is in sum defined by three types of reactions, depending on three types of aspects of the real world: events, agents and objects. These aspects are responsible for causing emotional reactions. Thus, the three main branches are:

· Event-based emotions: pleased or displeased reactions to events. 

· Attribution emotions: approving or disapproving reactions to agents. 

· Attraction emotions: liking or disliking reactions to objects. 

The OCC structure of emotions defines, in this way, a hierarchical organization for emotion types. An emotion type represents a family of related emotions differing in terms of their intensity and manifestation, i.e., each emotion type can be realized in a variety of related forms e.g. fear with varying degrees of intensity – concern, fright, petrified.

The attribute Valence describes the value (positive or negative) for the reaction that originated the emotion. According to this theory, emotions are always a result of positive or negative reactions to events, agents or objects.

The Subject and Target attributes for emotions, define the entities related to them. The Subject defines the agent experiencing the emotion and the Target defines the event, agent or action that originated the emotion.

One must have associated to every emotion, an attribute of Intensity, which is assigned with different values depending of the different situations that gave arise to that particular emotion. The value for the intensity parameter is calculated from the difference between the emotion’s activation minimal threshold (Activation Threshold) and the intensity potential value of the associated emotion directly evaluated from the eliciting situation (Emotion Potential). Thus, the formula for the intensity parameter for a specific emotion (em) when it is generated, is as follows:

(1) Intensityem = EmotionPotentialem – ActivationThreshold em
The value resulting from this formula represents the intensity of an emotion, when the emotion is created. However, the intensity of an emotion does not remain constant during its life cycle in the system. Since the moment it is generated, until the moment it is deleted from the system’s emotion repository, the intensity of an emotion must be attenuated through time in order to reflect the dynamics of the emotional system itself. This characteristic reflects the notion that an emotion does not last forever and does not affect the evaluation of the subsequent emotional states in the same way.  According to this concept, Picard proposes a decay function for emotions [Picard], which characterizes intensity as a function of time. At any time (t), the value for the intensity of an emotion (em) is given by the formula:

(2) Intensityem,t = Intensityem, t0 ( e-bt 
The constant value b determines how fast the intensity will decrease over time. This value can be controlled in order to reflect the short or long duration of the emotions. The value Intensityem, t0, refers to the value of the intensity parameter of the emotion (em) when it was generated. This value is referred in the formula (1) above as Intensityem. When the value of Intensityem,t reaches zero, the emotion (em) must be removed from the system’s repository, meaning that that specific emotion will no longer be part of the agent’s emotional database. This condition will be verified in each cycle of the system for the system’s update.

Finally, the Time-stamp attribute corresponds to the system time in which the emotion was generated. This value is used to compute the elapsed time since the emotion’s creation until the present time of the system. This elapsed time is then used in the time scale for the formula (2) above.

Besides emotions, the user’s model must store information about the user’s goals and knowledge, which underlie his behavior. These concepts must be defined, so that they can be represented in the system.

Goals and Knowledge

Goals represent a list of actions one wants to achieve eventually in the future. In this case, this list of actions is initially introduced in a file and it represents the user’s initial goals. During run-time, the system will update this list, so that short-term goals needed to be satisfied at an intermediate stage, can be inserted. The order of the goals is set according to the priority value each one has attached. Goals with higher priority will be evaluated first. As the goals are realized, they are erased from this list. 

Table 4 - Goals

Attribute
Description

Action
The action that the user wants to achieve

Target
To whom or to what the action is referring

Priority
Determines the order of the goals in the list

The knowledge of the user is represented by a list of facts describing the objects, agents or events previously or presently observed in a given situation; and the previous emotional reactions to agents, objects and events.

The current goals and knowledge, as well as the emotions and perceptions, represent the user’s current state. These user’s state attributes will be used in conjunction to infer the next emotional state.

This process is explained in more detail in the next section describing the overall architecture of the affective user model component.

Table 5 - Knowledge

Attribute
Description

Type
Type of the fact. It can be a reaction or a description

Target
The agent, event or object that is referred in the fact

Time-Stamp
The time when the fact occurred

2.2.1 The Affective User Model Architecture

The Affective User Model Component (AUMC), developed in the EToy system, provides the ability to store and make inferences about the user’s affective state. This component may rely on data coming from the Physical Interface component or simply on information coming from the application (and the interaction through standard interfaces).

The Figure 3 below shows the architecture of the affective user model.

[image: image3.jpg]Physicat
intertace

Gompanent g Updating Process
motionactio 1 ¥
Inference Motor e was 1
jemmneny Knowiedge

| ppraisal |

’—4

Fitering
f———

[ * ot rom
1 descriptions. 1 application
Y [l




Figure 3 - Affective User Model architecture

The sub-sections below describe the modules that compose this component and the interaction existent between them. 

Inference Motor

The inference motor is responsible for the kernel process in the affective user model component. This process receives information about the user’s actual perceptions, his goals, knowledge and the physical emotions / actions corresponding to the emotions or actions directly inferred from the physical interface component. The inference motor will then infer the new current emotional state for the user, given the knowledge of such information.

This module is composed by an appraisal structure that follows a rule-based approach. It has a set of if-then rules that will activate an emotion (the consequent) when a given situation (the antecedent) is verified. This appraisal can have for instance, the rule: if (agent is pleased about an event) then (agent feels happy). In this case, the appraisal must also have the rules that determine when the agent will be pleased with a given situation, for instance, if he sees a blue object, he likes blue and one of its goals is to pick the objects he likes. 

The information produced by the Inference Module will be used to the updating process to update the user state model. The new inferred emotion will flow directly to the actuators.

Filtering

The application the user is running will feed the system with some necessary aspects that must be considered for user’s emotional state assessment. These aspects constitute the synthetic agent’s perceptions of the application’s virtual world. The perceptions the AUMC has about the virtual world are coming from what we call the virtual sensors.

Some information passed to the affective model, from these virtual sensors, may not be relevant, at a particular instant, for the inference process. Thus, the filtering process is responsible for, according with the current situation (namely goals and knowledge), determining the relevant information about the virtual world for the inference process. The filtering mechanism is necessary in such a system, in order to increase its performance. It is important that the system does not overload the inference process with information that is not important for the realization of the task. 

The perceptions contain the description of the following attributes.

Table 6 - Perceptions

Attribute
Description

Type
Type of the perception: event, agent, object

Description
Contains the features of the event, agent or object

Time-Stamp
The time when the perception occurred

3 Evaluation

Many questions may be asked, such as how well the user will control the emotional state of the character, or even if the presence of the physical object will increase or decrease such control. Once we have the first prototype of the physical toy, we will perform some simple experiments to assess at least partially, the quality of the interaction. Namely, we will try to answer the questions: do users have fun and feel involved with the application using the toy as control? Do users form an empathic relationship with the character? Do emotions have a negative influence in the normal execution of the application? And finally, does the system correctly interpret user’s emotional state expressed through the plush toy? These are the questions we are looking forward to finding the answers.
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