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@ Semantic Web goal: make the Web contents

machine-readable and processable besides of human-readable
@ How to reach the SW goal:

o Adding meta-data to Web resources
means of ontologies

Ontology Language (OWL)

o Giving a shareable and common semantics to the meta-data by
@ Ontological knowledge is generally described by the Web

e Supported by well-founded semantics of DLs

o together with a series of available automated reasoning services
allowing to derive logical consequences from an ontology
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@ The main approach used by inference services is deductive
reasoning.

e Helpful for computing class hierarchy, ontology consistency

o Conversely, tasks as ontology learning, ontology population by
assertions, ontology evaluation, ontology evolution, ontology

mapping require inferences able to return higher general
conclusions w.r.t. the premises.

@ Inductive learning methods, based on inductive reasoning,
could be effectively used.
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@ Inductive reasoning generates conclusions that are of greater
generality than the premises.

@ The starting premises are specific, typically facts or examples
o Conclusions have less certainty than the premises.

@ The goal is to formulate plausible general assertions explaining
the given facts and that are able to predict new facts.

«0)>» «F» «=)» « =) = Q>



Introduction & Motivation
The Reference Representation Language
Similarity Measures: Related Work Introduction
(Dis-)Similarity measures for DLs Motivations
Similarity-Based Inductive Learning Methods for the SW
Conclusions and Future Work Proposals

Goals

@ Apply ML methods, particularly instance based learning
methods, to the SW and SWS fields for
e improving reasoning procedures
e inducing new knowledge not logically derivable
e detecting new concepts or concept drift in an ontology
e improving efficiency and effectiveness of: ontology
population, query answering, service discovery and ranking
@ Most of the instance-based learning methods require
(dis-)similarity measures
e Problem: Similarity measures for complex concept
descriptions (as those in the ontologies) is a field not deeply
investigated [Borgida et al. 2005]
@ Solution: Define new measures for ontological knowledge
e able to cope with the OWL high expressive p%wer
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o DLs is the theoretical foundation of OWL language

e standard de facto for the knowledge representation in the SW
o Knowledge representation by means of Description Logic

between complexity and expressive power
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o ALC logic is mainly considered as satisfactory compromise
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... he Representation Language

@ Primitive concepts Nc = {C,D,...}: subsets of a domain
@ Primitive roles Ng = {R, S, ...}: binary relations on the domain

@ Interpretation T = (AZ,-T) where
AT: domain of the interpretation and -Z: interpretation function:

Name Syntax Semantics

top concept T AT
bottom concept L

concept C ctcnz

full negation —-C AT\ (C?

concept conjunction G MG CEnCE

concept disjunction G UG CE U CE
existential restriction IR.C {x € AT |Jy € AT((x,y) € RT Ay € CT)}
universal restriction VR.C {x € AT |Vy € AZ((x,y) € RT —y e (%)

C. d’Amato Inductive Reasoning on Ontologies
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K=(T,A)
e T-box T is a set of definitions C = D, meaning CZ = D7,
where C is the concept name and D is a description
@ A-box A contains extensional assertions on concepts and roles
e.g. C(a) and R(a, b), meaning, resp.,
that aZ € CT and (af, b?) € RT.

Given two concept descriptions C and D, C subsumes D, denoted
by C 3 D, iff for every interpretation Z, it holds that C* D DT
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Examples

An instance of concept definition:
Father = Male M JhasChild.Person
"a father is a male (person) that has some persons as his children”

The following are instances of simple assertions:
Male(Leonardo), Male(Vito), hasChild(Leonardo, Vito)

Supposing Male C Person:
Person(Leonardo), Person(Vito) and then Father(Leonardo)

Other related concepts: Parent = Person 'l dhasChild.Person and
FatherWithoutSons = MaleM3hasChild.Person1VhasChild.(—Male)

It is easy to see that the following relationships hold:
Parent J Father and Father J FatherWithoutSons.

C. d’Amato Inductive Reasoning on Ontologies



least common subsumer is the most specific concept that
subsumes a set of considered concepts
instance checking decide whether an individual is an instance of
a concept
retrieval find all invididuals instance of a concept
realization problem finding the concepts which an individual
belongs to, especially the most specific one, if
any:

Given an A-Box A and an individual a, the most specific concept of
aw.r.t. Ais the concept C, denoted MSC 4(a), such that A |= C(a)
and C C D, VD such that A = D(a).




o Dimension Representation: feature vectors, strings, sets,
trees, clauses...

e Dimension Computation: geometric models, feature

matching, semantic relations, Information Content, alignment
and transformational models, contextual information...

@ Distinction: Propositional and Relational setting
e analysis of computational models
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fixed length in an n-dimentional space

@ Geometric Model: objects are seen as points in an
n-dimentional space.

o Propositional Setting: Data are represented as n-tuple of

e The similarity between a pair of objects is considered inversely
related to the distance between two objects points in the space.

o Best known distance measures: Minkowski measure,
Manhattan measure, Euclidean measure.

@ Applied to vectors whose features are all continuous.
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o Similarity functions able to work with high dimensional feature
spaces.

o Developed jointly with kernel methods: efficient learning
algorithms realized for solving classification, regression and
clustering problems in high dimensional feature spaces.

o Kernel machine: encapsulates the learning task
o kernel function: encapsulates the hypothesis language
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o Kernel method can be very efficient because they map, by
means of a kernel function, the original feature space into a

higher-dimensional space, where the learning task is simplified
o A kernel function performs such a mapping implicitly

o Any set that admits a positive definite kernel can be
embedded into a linear space [Aronsza 1950]
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Similarity Measures based on Feature Matching Model

@ Features can be of different types: binary, nominal, ordinal
@ Tversky's Similarity Measure: based on the notion of contrast
model
e common features tend to increase the perceived similarity of
two concepts
o feature differences tend to diminish perceived similarity
o feature commonalities increase perceived similarity more than
feature differences can diminish it
e it is assumed that all features have the same importance

@ Measures in propositional setting are not able to capture
expressive relationships among data that typically
characterize most complex languages.

C. d’Amato Inductive Reasoning on Ontologies
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Relational Setting: Measures Based on Semantic Relations

@ Also called Path distance measures [Bright,94]

@ Measure the similarity value between single words (elementary
concepts)

@ concepts (words) are organized in a taxonomy using
hypernym/hyponym and synoym links.
@ the measure is a (weighted) count of the links in the path
between two terms w.r.t. the most specific ancestor
e terms with a few links separating them are semantically
similar
e terms with many links between them have less similar
meanings
e link counts are weighted because different relationships have
different implications for semantic similarity.

C. d’Amato Inductive Reasoning on Ontologies
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Similarity Measures in Propositional Setting
Similarity Measures in Relational Setting

Measures Based on Semantic Relations: Example

Top

Female leile\H‘uma
IR ——

Woman  Man Woman Man Child Parent Niece

N B TN

Mother Father Sibling Father Mother GrandParent Cousin
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@ the similarity value is subjective due to the taxonomic ad-hoc
representation

@ the introduction of new terms can change similarity values

@ the similarity measures cannot be applied directly to the
knowledge representation

e it needs of an intermediate step which is building the term
taxonomy structure

only "linguistic” relations among terms are considered; there
are not relations whose semantics models domain
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@ Measure semantic similarity of concepts in an is-a taxonomy

by the use of notion of Information Content (IC) [Resnik,99]
@ Concepts similarity is given by the shared information

super-concept

o The shared information is represented by a highly specific
super-concept that subsumes both concepts
o Similarity value is given by the /C of the least common

o [C for a concept is determined considering the probability that
an instance belongs to the concept
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@ Use a criterion similar to those used in path distance measures,
o Differently from path distance measures, the use of

probabilities avoids the unreliability of counting edge when
changing in the hierarchy occur

@ The considered relation among concepts is only is-a
relation

e more semantically expressive relations cannot be
considered
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o Motivated by the necessity of solving real-world problems in
an efficient way.

@ Best known relational kernel function: the convolution
kernel [Haussler 1999]

@ Basic idea: the semantics of a composite object can be
captured by a relation R between the object and its parts.

o The kernel is composed of kernels defined on different parts.

@ Obtained by composing existing kernels by a certain sum over
products, exploiting the closure properties of the class of
positive definite functions.

D
k(x,y) = > T ka(xa> ya) (1)
XER(x), Y eR"I(y) d=1
<Oy B <Er a2y T 9AC



@ The term "convolution kernel” refers to a class of kernels that
can be formulated as shown in (1).

@ Exploiting convolution kernel, string kernels, tree kernel, graph
kernels etc.. have been defined.

@ The advantage of convolution kernels is that they are
very general and can be applied in several situations.

o Drawback: due to their generality, a significant amount of

work is required to adapt convolution kernel to a specific
problem

e Choosing R in real-world applications is a non-trivial task
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(propositional DL)

@ Measures for complex concept descriptions [Borgida et al.

e A DL allowing only concept conjunction is considered
o Feature Matching Approach:

o features are represented by atomic concepts

e An ordinary concept is the conjunction of its features
concept difference

o Set intersection and difference corresponds to the LCS and

@ Semantic Network Model and IC models

e The most specific ancestor is given by the LCS
«0)>» «F» «=)» « =) = Q>
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OPEN PROBLEMS in considering most expressive DLs:

@ What is a feature in most expressive DLs?
e i.e. (€3R),(<4R) and (< 9R) are three different features?
or (< 3R), (< 4R) are more similar w.r.t (< 9R)?
e How to assess similarity in presence of role restrictions? i.e.
VR.(VR.A) and YR.A
@ Key problem in network-based measures: how to assign a
useful size for the various concepts in the description?

@ /C-based model: how to compute the value p(C) for assessing
the 1C?
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o Already defined similalrity /dissimilalrity measures cannot
be directly applied to ontological knowledge

e They define similarity value between atomic concepts

o They are defined for representation less expressive than
ontology representation

e They cannot exploit all the expressiveness of the ontological
representation

e There are no measure for assessing similarity between
individuals

o Defining new measures that are really semantic is
necessary
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@ Necessity to have a measure really based on Semantics
e Considering [Tversky'77]:

e common features tend to increase the perceived similarity of
two concepts

o feature differences tend to diminish perceived similarity

o feature commonalities increase perceived similarity more than
feature differences can diminish it

@ The proposed similarity measure is:
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Definition [d’Amato et al. @ CILC 2005]: Let £ be the set of
all concepts in ALC and let A be an A-Box with canonical

interpretation Z. The Semantic Similarity Measure s is a function
defined as follows:

s: Lx L~ ][0,1]

7
s(C,D) = ]

|[CZ|+ 107 |17]

interpretation Z.

A A
max( VL 11

7" 1p7)
where | = C M D and (-)7 computes the concept extension wrt the
«O0)>» «Fr «=» « =) = Q>
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e If C=D (CC Dand DLC C)then s(C,D) =1, i.e. the
maximum value of the similarity is assigned.

e If CMD = 1 then s(C,D) =0, i.e. the minimum similarity
value is assigned because concepts are totally different.

e Otherwise s(C, D) €]0,1[. The similarity value is proportional
to the overlapping amount of the concept extetions reduced by
a quantity representing how the two concepts are near to the
overlap. This means considering similarity not as an absolute
value but as weighted w.r.t. a degree of non-similarity.

«0)>» «F» «=)» « =) = Q>



Primitive Concepts: N¢ = {Female, Male, Human}.
Primitive Roles:

Ng = {HasChild, HasParent, HasGrandParent, HasUncle}.
7T = { Woman = Human I Female; Man = Human 11 Male
Parent = Human M JHasChild.Human

Mother = Woman M Parent 3HasChild.Human

Father = Man M Parent

Child = Human 1 JHasParent.Parent

Grandparent = Parent M JHasChild.( 3 HasChild.Human)
Sibling = Child M FHasParent.( 3 HasChild > 2)

Niece = Human M JHasGrandParent.Parent LU FHasUncle.Uncle
Cousin = Niece M JHasUncle.(3 HasChild.Human)}.
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A Semantic Similarity Measure for ALC

A Dissimilarity Measure for ALC
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A Relational Kernel Function for ALC

A Semantic Semi-Distance Measure for Any DLs

...Similarity Measure: Example...
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A = {Woman(Claudia), Woman(Tiziana), Father(Leonardo), Father(Antonio),
Father(AntonioB), Mother(Maria), Mother(Giovanna), Child(Valentina),
Sibling(Martina), Sibling(Vito), HasParent(Claudia,Giovanna),
HasParent(Leonardo,AntonioB), HasParent(Martina,Maria),
HasParent(Giovanna,Antonio), HasParent(Vito,AntonioB),
HasParent(Tiziana,Giovanna), HasParent(Tiziana,Leonardo),
HasParent(Valentina,Maria), HasParent(Maria,Antonio), HasSibling(Leonardo,Vito),
HasSibling(Martina,Valentina), HasSibling(Giovanna,Maria),
HasSibling(Vito,Leonardo), HasSibling(Tiziana,Claudia),
HasSibling(Valentina,Martina), HasChild(Leonardo, Tiziana),
HasChild(Antonio,Giovanna), HasChild(Antonio,Maria), HasChild(Giovanna,Tiziana),
HasChild(Giovanna,Claudia), HasChild(AntonioB, Vito),
HasChild(AntonioB,Leonardo), HasChild(Maria,Valentina),

Haslncle( Martina. Giovanna). HaslUncle(Valentina Giovannal ¥ =
C. d’Amato Inductive Reasoning on Ontologies



s(Grandparent, Father)
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|(Grandparent M Father)Z|
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|(Grandparent M Father)?| |(Grandparent M Father)Z|
|Grandparent? |

) =



Let ¢ and d two individuals in a given A-Box.

We can consider C* = MSC*(c) and D*

MSC*(d):
s(c,d) :==s(C*,D*) = s(MSC*(c), MSC*(d))
Analogously:

Va: s(c, D) :=s(MSC*(c), D)



@ s is a Semantic Similarity measure

e It uses only semantic inference (Instance Checking) for
determining similarity values

o It does not make use of the syntactic structure of the concept
descriptions

e It does not add complexity besides of the complexity of used
inference operator (IChk that is PSPACE in ALC)
@ Dissimilarity Measure is defined using the set theory and
reasoning operators

o It uses a numerical approach but it is applied to symbolic
representations
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@ Experimental evaluations demonstrate that s works satisfying
when it is applied between concepts

@ s applied to individuals is often zero even in case of similar
individuals

o The MSC* is so specific that often covers only the considered
individual and not similar individuals

@ The new idea is to measure the similarity (dissimilarity) of the
subconcepts that build the MSC* concepts in order to find
their similarity (dissimilarity)

e Intuition: Concepts defined by almost the same sub-concepts
will be probably similar.
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MSC* : AnExample

MSC*(Claudia) = Woman 1 Sibling M 3 HasParent(Mother M
Sibling M 3HasSibling(C1) M 3HasParent(C2) M 3HasChild(C3))
C1 = Mother M Sibling M 3HasParent(Father M Parent) M
JHasChild(Cousin M 3HasSibling(Cousin M Sibling M
JHasSibling.T))

C2 = Father M 3HasChild(Mother 1 Sibling)

C3 = Woman 1 Sibling M 3HasSibling. T M 3HasParent(C4)
C4 = Father 11 Sibling M 3HasSibling(Uncle M Sibling M
JHasParent(Father M Grandparent)) M 3HasParent(Father 11
Grandparent M 3HasChild(Uncle M Sibling))

C. d’Amato Inductive Reasoning on Ontologies
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A Semantic Similarity Measure for ALC

A Dissimilarity Measure for ALC

Weighted Dissimilarity Measure for ALC

A Dissimilarity Measure for ALC using Information Content
The GCS-based Similarity Measure for ALE(T) descriptions
A Relational Kernel Function for ALC

A Semantic Semi-Distance Measure for Any DLs

ALC Normal Form

D is in ALC normal formifft D=1 or D=T or if
D=DyU---uD, (Vi=1,...,n, D;i # 1) with

Di= [] An[] |YRvalg(D)n

AEprim(D,-) RENR

|—| JR.E

EGSXR(D,')
where:
prim(C) set of all (negated) atoms occurring at C's top-level

valg(C) conjunction C; M---1 C, in the value restriction on R, if
any (o.w. valg(C) =T);

exg(C) set of concepts in the value restriction of the role R

For any R, every sub-description in exg(D;) and valg(D;) is in normal form.

C. d’Amato Inductive Reasoning on Ontologies



Definition [d’Amato et al. @ KCAP 2005 Workshop]:
L = ALC/= the set of all concepts in ALC normal form
7 canonical interpretation of A-Box A

f:Lx L R" defined VC = ||, G and D = | | Dj in L=

00 C=D
0 cCNnbD=_1
f(C,D):=f,(C,D) =
(€. D) u(¢. D) max,;_i ., fa(Ci, Dj) | o.w.
Jj=1....m
f1(Ci, Dj) = fp(prim(G), prim(D;)) + (G, D;) + (G, Dj)
<O <Fr <E=r» «EHr» E OAC



(prim(Gy), prim(Dy)) :=

|(prim(C:))ZU(prim(D;))Z |
[((Prim(C)ZU(prim (D)) I\ ((prim(C:)ZN(prim(D)))T)]
im(D;

(prim(C;), prim(D;)) := oo if (prim(C;))% = (prim(D;))
f(C:

ReNg

A
(G, D) == fi(valg(G),valr(D}))

RENR k= 1

v 7

J
where CK € exg(C;) and Df € exr(Dj) and wlog.
N = |exg(Ci)| > |exr(Dj)| = M, otherwise exchan%e N with M o
=, 3

A(G, D) =Y Z max (G k. DP)



The dissimilarity measure d is a function d : £ x £ — [0, 1] such
ALC normal form:

that, for all C =||_; C; and D =| |’} D; concept descriptions in

0 f(C,D) =0
d(C,D) := } f(C,D)=0
F(C.D)

otherwise
where f is the function overlapping
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e If C=D (namely CC D e D C C) (semantic equivalence)
d(C, D) =0, rather d assigns the minimun value

e If CM D = 1 then d(C,D) =1, rather d assigns the
maximum value because concepts involved are totally different

e Otherwise d(C, D) €]0, 1 rather dissimilarity is inversely
proportional to the quantity of concept overlap, measured
considering the entire definitions and their subconcepts.
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C=AN3R.B1 N VT(VQ(A4 1 B5)) L Ag
D=A1MBMN3R.A3MIR.B,MVS.B31M VT.(B(; M B4) U B,
where A; and B; are all primitive concepts.

C1 = Ay M 3R.BL NVT.(VQ.(As 1 Bs))
D1 =AM B M3IR.A3MIR.B,MVS.B3 1M VT.(B@ M B4)

f(C,D):=f,(C,D) = max{ (G, D1), ~(C, Ba),
fl_l(A].? D1)7 fl_I(Ala BZ) }
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For brevity, we consider the computation of f7(Cy, D1).

f1(Ci, D1) = fp(prim(Cy), prim(D1)) + f(Ca, D1) + 3( G, D)
Suppose that (A2) # (A1 M By)t. Then:
fp(C1, D)

fp(prim(Cy), prim(Dy))
= fp(A2, AL By)

||
where | := (A2)T U (A1 1 By)?

[\ ((A2)F N (A1 B2)P)
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In order to calculate #; it is important to note that

@ There are two different role at the same level T and S

@ So the summation over the different roles is made by two
terms.

f(C,D1) = > fi(valr(Cy),valr(D1)) =

ReNg

fu(valt(Gr),valt(D1)) +
f(vals(C1),vals(D1)) =

f,(YQ.(Aq 1 Bs), Bs M Bs) + £,(T, B3)

+
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In order to calculate f5 it is important to note that

@ There is only a single one role R so the first summation of its
definition collapses in a single element

e N and M (numbers of existential concept descriptions w.r.t
the same role (R)) are N=2and M =1
be semplifyed.

e So we have to find the max value of a single element, that can

2
B(G,D1) = Y filexr(G),exr(DY)) =
k=1

= fu(Bl,A:;)—i-fu(Bl,BQ)
<O Fr «Er E» Ha
~ CdAmato Inductive Reasoning on Ontologies



@ Experimental evaluations demonstrate that d works satisfying
both for concepts and individuals

e However, for complex descriptions (such as MSC*), deeply
nested subconcepts could increase the dissimilarity value

o New idea: differentiate the weight of the subconcepts wrt
their levels in the descriptions for determining the final
dissimilarity value

o Solve the problem: how differences in concept structure
might impact concept (dis-)similarity? i.e. considering the
series dist(B, B A), dist(B, BMYR.A), dist(B, BMYR.YR.A)
this should become smaller since more deeply nested
restrictions ought to represent smaller differences.” [Borgida
et al. 2005]
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Overlap Function Definition [d’Amato et al. @ SWAP 2005]:
L = ALC/= the set of all concepts in ALC normal form
7 canonical interpretation of A-Box A

f:Lx L R" defined VC = | |_; G and D = | Dj in L=

|A| C=D
0 cCnb=_1
f(C,D):=f,(C,D) =
(€.D) L& D) L+XA-max;_q ., f(G,Dj)|ow.
j=1....m
f|—|(C,', Dj) = fp(prim(C;), prim(DJ-)) + fv(C,', Dj) + fg(c,', Dj)
<O <Fr <E=r» «EHr» E OAC



A Semantic Similarity Measure for ALC
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o4 g A Relational Kernel Function for ALC

Conclusions and Future Work Proposals A Semantic Semi-Distance Measure for Any DLs

Looking toward Information Content: Motivation

@ The use of Information Content is presented as the most
effective way for measuring complex concept descriptions
[Borgida et al. 2005]

@ The necessity of considering concepts in normal form for
computing their (dis-)similarity is argued [Borgida et al.
2005]

e confirmation of the used approach in the previous measure

@ A dissimilarity measure for complex descriptions
grounded on IC has been defined

e ALC concepts in normal form

e based on the structure and semantics of the concepts.

e elicits the underlying semantics, by querying the KB for
assessing the /C of concept descriptions w.r.t. the KB

e extension for considering individuals

[m} = =
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@ A measure of concept (dis)similarity can be derived from the
notion of /nformation Content (1C)

o |C depends on the probability of an individual to belong to a
certain concept

e IC(C) = —logpr(C)

@ In order to approximate the probability for a concept C, it is
possible to recur to its extension wrt the considered ABox.
o pr(C) =|C*|/|A%]

@ A function for measuring the /C variation between concepts is
defined

«0)>» «F» «=)» « =) = Q>



[d’Amato et al. @ SAC 2006] £ = ALC/= the set of all
concepts in ALC normal form
7 canonical interpretation of A-Box A

f:Lx L R defined VC = ||, G and D = | | Dj in L=

0 CcC=D
cCnb=_1
f(C,D):=f,(C,D) = o
(¢.D) W¢.D) max;_1.  .n f(Ci, Dj) | o.w.
Jj=1....m
f|—|(C,', Dj) = fp(prim(C;), prim(DJ-)) + fv(C,', Dj) + fg(c,', Dj)
O Fr <Zr =y E HAQ



oo

if prim(C;) Mprim(D;) = L

fe(prim(G), prim(Dy)) :=

IC(prim(C;)Mprim(D;))+1
IC(LCS(prim(C,) prim(D)))+1  O-W-

(G, D) ==Y fu(valr(G), valr(D))

RENR

N
f(G D)= D> > max fi(CKD])

RENg k=1
where CK € exg(C;) and D! € exg(Dj) and wlog.
N = |exr(G)| > |exr(Dj)| = M, otherwise exchange N with

M = DA



The dissimilarity measure d is a function d : £ x £ — [0, 1] such
ALC normal form:

that, for all C =||_; C; and D =| |’} D; concept descriptions in

0 f(C,D)=0

d(C,D) = 1 f(C,D) =00
1-— ﬁ otherwise

where f is the function defined previously

«O0)>» «Fr «=» « =) = Q>



e d(C,D) =0iff IC=0 iff C = D (semantic equivalence) rather
d assigns the minimun value

e d(C,D)=1iff IC — oo iff C1D = L, rather d assigns the
maximum value because concepts involved are totally different

e Otherwise d(C, D) €]0, 1] rather d tends to 0 if IC tends to 0;
d tends to 1 if IC tends to infinity

«0)>» «F» «=)» « =) = Q>



Two concepts are more similar as much their extensions are similar

@ the similarity value is given by the variation of the number of
instances in the concept extensions w.r.t. the number of

instances in the extension of their common super-concept

e Common super-concept = the GCS of the concepts [Baader
et al. 2004]

Af

Fig. 1. Concepts '

=credit-card-payment.
D =debit-card-payment are similar as the ex-

tension of their GCS=card-payment does not

Fig, 2. Concepts €' =car-transfer, D = debit-
include many other instances besides of those

card-payment are different as the extension
of their GCS=service includes many other in-
stances besides of those of the extension of C'



Introduction & Motivation A Semantic Similarity Measure for ALC

The Reference Representation Language (A Disiimil ity (Vs o7 SU/EE
F P! : guag Weighted Dissimilarity Measure for ALC
Similarity Measures: Related Work S . .
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A Semantic Semi-Distance Measure for Any DLs

The GCS-based Similarity Measure: Defintion

Definition: [d’Amato et al. @ SMR2 WS at ISWC 2007]

Let 7 be an ALC TBox. For all C and D ALE(T)-concept descrip-
tions, the function s : ALE(T) x ALE(T) — [0,1] is a Semantic
Similarity Measure defined as follow:

oC.0)— ML) | [GES(CD)| , _ min(C'],IDY)
T (GES(C, D)) |A] (GCS(C, D))
where (-)! computes the concept extension w.r.t. the interpretation /

(canonical interpretation).
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o Kernel functions jointly with a kernel method.

e Advangate: 1) efficency; 2) the learning algorithm and the
kernel are almost completely independent.

o An efficient algorithm for attribute-value instance spaces can
replacing the kernel function.

be converted into one suitable for structured spaces by merely
o A kernel function for ALC normal form concept
descriptions has been defined.

derived from the ABox.

convolution kernel [Haussler 1999]) and on the semantics,
«O0)>» «Fr «=» « =) = Q>

e Based both on the syntactic structure (exploiting the
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Kernel Defintion/I

A Semantic Similarity Measure for ALC

A Dissimilarity Measure for ALC

Weighted Dissimilarity Measure for ALC

A Dissimilarity Measure for ALC using Information Content
The GCS-based Similarity Measure for ALE(T) descriptions
A Relational Kernel Function for ALC

A Semantic Semi-Distance Measure for Any DLs

[Fanizzi et al. @ ISMIS 2006]Given the space X of ALC normal
form concept descriptions, D; = |_|,- C:l and Dy, = |_|J_1 Cj2 in X,
and an interpretation Z, the ALC kerne/ based on 7 is the function
kr : X x X +— R inductively defined as follows.

disjunctive descriptions-

kr(Dy, D) = A327,
conjunctive descrlptlons.

kr(CY, C?%) = 11

P; € prim(C?!)
P> € prim(C?)

I >

kz(P1, P2) -

kz(Cl, C7) with A €]0, 1]

H kl' vaIR C ) VaIR(Cz)) ’

ReNg

1 2
kI(Ci ) Cj )

ReNr C} € exg(Ch)
C2 € exg(C?)

C d’Amato

Inductive Reasoning on Ontologies



primitive concepts:

kz(P1, P>) =

kset(Plza P2I) —_ |P]?-ﬁ P:2Z|
| AT

|A7]

where ket is the kernel for set structures [Gaertner 2004]. This
case includes also the negation of primitive concepts using set
difference: (-P)% = AT\ P

«0)>» «F» «=)» « =) = Q>



@ The kernel function can be extended to the case of
individuals/concept
@ The kernel is valid

e The function is symmetric

e The function is closed under multiplication and sum of valid
kernel (kernel set).

@ Being the kernel valid, and induced distance measure (metric)
can be obtained [Haussler 1999]

dz(C, D) = \/kz(C, C) — 2kz(C, D) + kz(D, D)

«0)>» «F» «=)» « =) = Q>



A Semantic Similarity Measure for ALC

A Dissimilarity Measure for ALC

Weighted Dissimilarity Measure for ALC

A Dissimilarity Measure for ALC using Information Content
The GCS-based Similarity Measure for ALE(T) descriptions
A Relational Kernel Function for ALC

A Semantic Semi-Distance Measure for Any DLs

Semi-Distance Measure: Motivations

Introduction & Motivation

The Reference Representation Language

Similarity Measures: Related Work

(Dis-)Similarity measures for DLs

Similarity-Based Inductive Learning Methods for the SW
Conclusions and Future Work Proposals

@ Most of the presented measures are grounded on concept
structures = hardly scalable w.r.t. most expressive DLs

o IDEA: on a semantic level, similar individuals should behave
similarly w.r.t. the same concepts

e Following HDD [Sebag 1997]: individuals can be compared
on the grounds of their behavior w.r.t. a given set of
hypotheses F = {F1, F, ..., Fm}, that is a collection of
(primitive or defined) concept descriptions

e F stands as a group of discriminating features expressed in the
considered language
@ As such, the new measure totally depends on semantic
aspects of the individuals in the KB

[m} = =

C. d’Amato Inductive Reasoning on Ontologies



A Semantic Similarity Measure for ALC

Miirerdleidiorn & [Wetisiiion A Dissimilarity Measure for ALC

The Reference Representation Language s AT
SimlEriay Mreues: Relkies Werk Welghtfed_ D!sslmllarlty Measure for A,CC _
. Amesn A Dissimilarity Measure for ALC using Information Content
(Dis-)Similarity measures for DLs The GCS-based Similarity M for ALE(T) descripti
Similarity-Based Inductive Learning Methods for the SW JOSiner el SIIEHL7 VIO () dleeripitons
A Relational Kernel Function for ALC

Comelusiios @i e Wik Hepesls A Semantic Semi-Distance Measure for Any DLs

Semantic Semi-Dinstance Measure: Definition

[Fanizzi et al. @ DL 2007] Let K = (7,.A) be a KB and let
Ind(A) be the set of the individuals in A. Given sets of concept
descriptions F = {F1, Fa,...,Fm} in T, a family of semi-distance
functions df : Ind(A) x Ind(A) — R is defined as follows:
1 m 1/p
b€ Ind di(a,b) === i(a) — mi(b) |P
Va,b € Ind(A) dy(a b) = ;Iﬂ(a) mi(b) |
where p > 0 and Vi € {1, ..., m} the projection function 7; is
defined by:
Filaje A (K Fi(a))
~Fi(a) e A (K = ~Fi(a))

otherwise

Va e Ind(A) mi(a) =

N O =

C. d’Amato Inductive Reasoning on Ontologies



A Semantic Similarity Measure for ALC

A Dissimilarity Measure for ALC

Weighted Dissimilarity Measure for ALC

A Dissimilarity Measure for ALC using Information Content
The GCS-based Similarity Measure for ALE(T) descriptions
A Relational Kernel Function for ALC

A Semantic Semi-Distance Measure for Any DLs

Introduction & Motivation

The Reference Representation Language

Similarity Measures: Related Work

(Dis-)Similarity measures for DLs

Similarity-Based Inductive Learning Methods for the SW
Conclusions and Future Work Proposals

Distance Measure: Example

T ={ Female = —Male, Parent = Vchild.Being M Jchild.Being,
Father = Male M Parent,

FatherWithoutSons = Father M Vchild.Female}

A ={ Being(ZEUS), Being(APOLLO), Being(HERCULES), Being(HERA),
Male(ZEUS), Male(APOLLO), Male(HERCULES),
Parent(ZEUS), Parent(APOLLO), —Father(HERA),
God(ZEUS), God(APOLLO), God(HERA), ~God(HERCULES),
hasChild(ZEUS, APOLLO), hasChild(HERA, APOLLO),
hasChild(ZEUS, HERCULES), }

Suppose F = {F1, F2, F3, F4} = {Male, God, Parent, FatherWithoutSons}.
Let us compute the distances (with p = 1):

df (HERCULES, ZEUS) =

(J1=1/4+10=1]+1/2—1|+1/2—-0|) /4 =12

df (HERA, HERCULES) =

(jJ0—=1]4+ 1 =0+ 1 —-1/2|+|0—-1/2|) /4=3/4

C. d’Amato Inductive Reasoning on Ontologies



@ The measure is a semi-distance

e dy(a,b) > 0and dy(a,b)=0ifa=0b
o dy(a, b) = dy(b, a)
o dy(a,c) < dy(a, b)+ dy(b,c)

@ it does not guaranties that if d,',:(a, b)=0=a=0>b

«Or «Fr «=EH» = = QA



A Semantic Similarity Measure for ALC
- A Dissimilarity Measure for ALC
it (Reitaenee (RepesEmiEion Lamgiese Weighted Dissimilarity Measure for ALC
Similarity Measures: Related Work ST : :
. Amesn A Dissimilarity Measure for ALC using Information Content
(Dis-)Similarity measures for DLs P P
Similarity-Based Inductive Learning Methods for the SW The GCS-based Similarity Measure for ALE(T) descriptions
4 g A Relational Kernel Function for ALC

Comelusiios @i e Wik Hepesls A Semantic Semi-Distance Measure for Any DLs

Semi-Distance Measure: Discussion 2/2

Introduction & Motivation

@ More similar the considered individuals are, more similar the
project function values are = df ~ 0

@ More different the considered individuals are, more different
the projection values are = the value of d,f will increase

@ The measure does not depend on any specific constructor of
the language = Language Independent Measure

@ The measure complexity mainly depends from the complexity
of the Instance Checking operator for the chosen DL

o Compl(dy) = |F| - 2-Compl(IChk)
e Optimal discriminating feature set could be learned

[m} = =

C. d’Amato Inductive Reasoning on Ontologies
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. Amesn A Dissimilarity Measure for ALC using Information Content
(Dis-)Similarity measures for DLs The GCS-based Similarity M for ALE(T) descripti
Similarity-Based Inductive Learning Methods for the SW JOSiner el SIIEHL7 VIO () dleeripitons
A Relational Kernel Function for ALC

Comelusiios @i e Wik Hepesls A Semantic Semi-Distance Measure for Any DLs

Measure Optimization: Feature Selection

o Implicit assumption: F represents a sufficient number of
(possibly redundant) features that are really able to
discriminate different individuals

@ The choice of the concepts to be included in F could be
crucial for the correct behavior of the measure

e a "good" feature committee may discern individuals better

e a smaller committee yields more efficiency when computing the
distance

e Proposed optimization algorithms that are able to find/build
optimal discriminating concept committees [Fanizzi et al. @
DL 2007 and @ ICSC 2007]

@ Experimentally obtained good results by using the very set of

both primitive and defined concepts in the ontology
[m] = =
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Conclusions and Future Work Proposals

Goals for using Inductive Learning Methods in the SW

Instance-base classifier for
@ Semi-automatize the A-Box population task
@ Induce new knowledge not logically derivable
@ Improve concept retrieval and query answearing inference
services
® Realized algorithms
e Relational K-NN
o Relational kernel embedded in a SVM
Unsupervised learning methods for
@ Improve the service discovery task

e Exploiting (dis-)similarity measures for improving the ranking
of the retrieved services

@ Detect new concepts and concept drift in an ontology

C. d’Amato Inductive Reasoning on Ontologies



classes: a,b; d k=5;




Cix)=a
\

=
I

classes: ab; d 5;




o Generally applied to feature vector representation

@ In classification phase it is assumed that each training and

test example belong to a single class, so classes are considered
to be disjoint

@ An implicit Closed World Assumption is made

«0)>» «F» «=)» « =)



To apply K-NN for classifying individual asserted in an ontological
knowledge base

@ It has to find a way for applying K-NN to a most complex and
expressive knowledge representation

@ It is not possible to assume disjointness of classes. Individuals
in an ontology can belong to more than one class (concept).

© The classification process has to cope with the Open World
Assumption charactering Semantic Web area

«0)>» «F» «=)» « =) = Q>
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Choices for applying K-NN to Ontological Knowledge

[d’Amato et al. @ URSW Workshop at ISWC 2006]

© To have similarity and dissimilarity measures applicable to
ontological knowledge allows applying K-NN to this kind of
knowledge representation

@ A new classification procedure is adopted, decomposing the
multi-class classification problem into smaller binary
classification problems (one per target concept).

e For each individual to classify w.r.t each class (concept),
classification returns {-1,+1}

© A third value 0 representing unknown information is added in
the classification results {-1,0,+1}

@ Hence a majority voting criterion is applied

[m} = =
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ontology DL

FSM  SOZF(D)

S-W.-M. ALCOF(D)
FAMILY ALCN
FINANCIAL ALCTF

ontology  #concepts #obj. prop #data prop #individuals
FSM 20 10 7 37
S.-W.-M. 19 9 1 115
FamiLy 14 5 0 39
FinaNcCIAL 60 17 0 652
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Measures for Evaluating Experiments

Performance evaluated by comparing the procedure
responses to those returned by a standard reasoner (Pellet)
Predictive Accuracy: measures the number of correctly
classified individuals w.r.t. overall number of individuals.
Omission Error Rate: measures the amount of unlabelled
individuals C(xq) = 0 with respect to a certain concept C;
while they are instances of C; in the KB.

Commission Error Rate: measures the amount of
individuals labelled as instances of the negation of the target
concept C;, while they belong to C; or vice-versa.

Induction Rate: measures the amount of individuals that
were found to belong to a concept or its negation, while this
information is not derivable from the KB.

C. d’Amato Inductive Reasoning on Ontologies
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Experimentation Evaluation

Results (averagetstd-dev.) using the measure based on overlap.

Match Commission Omission Induction

Rate Rate

Rate Rate

FAMILY .6544+.174 .000£.000
FSM .9744+.044 .0264.044
S.-W.-M. .820+.241 .0004£.000
FINANCIAL .807£.091 .024+.076

.231£.173 .115£.107
.000£.000 .000+.000
.064+.111 .1164.246
.000+.001 .169+.076

Results (average £ std-dev.) using the measure based in IC

Match Commission Omission Induction

FAMILY .608+.230 .0004.000
FSM .899+.178 .0964.179
S.-W.-M. .820+.241 .000%£.000
FINANCIAL .807+£.091 .0244.076

.330+.216 .062+.217
.000+.000 .005+.024
.064+.111 .1164.246
.000+.001 169+£.046 -
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@ For every ontology, the commission error is almost null; the
classifier almost never mades critical mistakes

@ FSM Ontology: the classifier always assigns individuals to the
correct concepts; it is never capable to induce new knowledge
e Because individuals are all instances of a single concept and

are involved in a few roles, so MSCs are very similar and so the
amount of information they convey is very low



SURFACE-WATER-MODEL and FINANCIAL Ontology
concepts

mainly due to

@ The classifier always assigns individuals to the correct
e Because most of individuals are instances of a single concept

@ Induction rate is not null so new knowledge is induced. This is

e some concepts that are declared to be mutually disjoint
e some individuals are involved in relations

«O0)>» «F» «=)» 4« » Q>



FAMILY Ontology

@ Predictive Accuracy is not so high and Omission Error not null

o Because instances are more irregularly spread over the classes,
so computed MSCs are often very different provoking

sometimes incorrect classifications (weakness on K-NN
algorithm)

@ No Commission Error (but only omission error)

o The Classifier is able to induce new knowledge that is not
derivable

«0)>» «F» «=)» « =)



have less information in the ontology

@ The measure based on IC poorly classifies concepts that

o The measure based on IC is less able, w.r.t. the measure based

on overlap, to classify concepts correctly, when they have few
information (instance and object properties involved);

o Comparable behavior when enough information is available
o Inducted knowledge can be used for

e semi-automatize ABox population

e improving concept retrieval

«0)>» «F» «=)» « =) = Q>
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Experiments: Querying the KB exploiting relational K-NN

Setting

@ 15 queries randomly generated by conjunctions/disjunctions of
primitive or defined concepts of each ontology.

e Classification of all individuals in each ontology w.r.t the
query concept

@ Performance evaluated by comparing the procedure responses
to those returned by a standard reasoner (Pellet) employed as
a baseline.

@ The Semi-distance measure has been used

e All concepts in ontology have been employed as feature set F

[m} = =
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ontology DL
FSM  SOF(D)
S-W.-M. ALCOF(D)
SCIENCE  ALCZIF(D)
NTN  SHIF(D)
FINANCIAL ALCIF

ontology  #concepts #obj. prop  #data prop  #individuals

FSM 20 10 7 37
S.-W.-M. 19 9 1 115
SCIENCE 74 70 40 331
NTN 47 27 8 676
FINANCIAL 60 17 0 652

«0)>» «F» «=)» « =) = Q>



Results (averagetstd-dev.) using the semi-distance semantic

measure
match commission omission induction
rate rate rate rate
FSM 977 +3.00 230+3.00 0.00+0.00 0.004 0.00
S-W.-M. 999 4+ 0.20 0.00+ 0.00 0.104 0.20 0.00 £ 0.00
SCIENCE  99.8 £ 0.50 0.00 +0.00 0.20 +£0.10 0.00 + 0.00
FiNANCIAL 904 246 940 +£245 0.104+0.10 0.10 £ 0.20
NTN 999 +0.10 0.004+7.60 0.10+£ 0.00 0.00 4 0.10

«0O)>» «F)» « =>»



@ Very low commission error: almost never the classifier makes
critical mistakes

@ Very high match rate 95%(more than the previous measures
80%) = Highly comparable with the reasoner

@ Very low induction rate = Less able (w.r.t. previous
measures) to induce new knowledge

o Lower match rate for FINANCIAL ontology as data are not
enough sparse

@ The usage of all concepts for the set F made the
measure accurate, which is the reason why the procedure
resulted conservative as regards inducing new assertions.

«0)>» «F» «=)» « =) = Q>



@ Espected result: with an increasing number of considered

hypotheses for F, the accuracy of the measure would increase
accordingly.

o Considered ontology: Financial as it is the most populated

@ Experiment repeated with an increasing percentage of
concepts randomly selected for F from the ontology.

@ Results confirm the hypothesis

o Similar results for the other ontologies

«0)>» «F» «=)» « =) = Q>



BBEsBBEBEaNERESE

200
150
100

% of concepts match commission omission Induction

20% 79.1 20.7 0.00 0.20
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SVM and Relational Kernel Function for the SW

@ A SMV is a classifier that, by means of kernel function,
implicitly maps the training data into a higher dimensional
feature space where they can be classified using a linear
classifier

e A SVM from the LIBSVM library has been considered

@ Learning Problem: Given an ontology, classify all its
individuals w.r.t. all concepts in the ontology [Fanizzi et al.
© KES 2007]

@ Problems to solve: 1) Implicit CWA; 2) Assumption of class
disjointness

@ Solutions: Decomposing the classification problem is a set of
ternary classification problems {+1,0, —1}, for each concept
of the ontology

[m} = =
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ontology DL
ProrLE  ALCHIN (D)
UNIVERSITY ALC
FAMILY ALCF
FSM SOF(D)
S-W.-M.  ALCOF(D)
SCIENCE ALCIF(D)
NTN SHIF(D)
NEWSPAPER ALCF(D)
WINES ALCIO(D)
ontology  #concepts  #obj. prop  #data prop  #individuals
PEOPLE 60 14 1 21
UNIVERSITY 13 4 0 19
FAMILY 14 5 0 39
FSM 20 10 7 37
S.-W.-M. 19 9 1 115
SCIENCE 74 70 40 331
NTN 47 27 8 676
NEWSPAPER 29 28 25 72
WINES 112 9 10,, .5, 188 = = saoco
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Experiment: Results

ONTOLY match rate ind. rate omis.err.rate  comm.err.rate
PropLe | V& 0.866 0.054 0.08 0.00
range | 0.66 - 0.99  0.00 - 0.32 0.00 - 0.22 0.00 - 0.03
University | 28 0.789 0.114 0.018 0.079
range | 0.63 - 1.00 0.00 - 0.21 0.00 - 0.21 0.00 - 0.26
rsn | 3VE 0.917 0.007 0.00 0.076
§ range | 0.70 - 1.00  0.00 - 0.10 0.00 - 0.00 0.00 - 0.30
Faniy | V& 0.619 0.032 0.349 0.00
: range | 0.39 - 0.89 0.00 - 0.41 0.00 - 0.62 0.00 - 0.00
NewsPaper | 7Y€ 0.903 0.00 0.097 0.00
range | 0.74 - 0.99  0.00 - 0.00 0.02 - 0.26 0.00 - 0.00
Wings | V& 0.956 0.004 0.04 0.00
range | 0.65 - 1.00 0.00 - 0.27 0.01-0.34 0.00 - 0.00
Somnon | 28 0.942 0.007 0.051 0.00
range | 0.80 - 1.00  0.00 - 0.04 0.00 - 0.20 0.00 - 0.00
S WM avg. 0.871 0.067 0.062 0.00
© 777 | range | 0.57 - 0.98  0.00 - 0.42 0.00 - 0.40 0.00 - 0.00
N.T.N avg. 0.925 0.026 0.048 0.001
77 | range | 0.66 - 0.99  0.00 - 0.32 0.00 -0.225 . .0:00 - 0:03 =
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@ High matching rate

@ Induction Rate not null = new knowledge is induced

@ For every ontology, the commission error is quite low = the
classifier does not make critical mistakes

o Not null for UNIVERSITY and FSM ontologies = They have
the lowest number of individuals

e There is not enough information for separating the feature
space producing a correct classification

o In general the match rate increases with the increase of the
number of individuals in the ontology

o Consequently the commission error rate decreases

o Similar results by using the classifier for querying the KB
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clusters such that

@ intra-cluster similarity is high

Clustering methods: unsupervised inductive learning methods

that organize a collection of unlabeled resources into meaningful
@ inter-cluster similarity is low
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Basics on Clustering Methods

Clustering methods: unsupervised inductive learning methods

that organize a collection of unlabeled resources into meaningful
clusters such that

@ intra-cluster similarity is high
@ inter-cluster similarity is low
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Basics on Clustering Methods

Clustering methods: unsupervised inductive learning methods

that organize a collection of unlabeled resources into meaningful
clusters such that

@ intra-cluster similarity is high
@ inter-cluster similarity is low
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e Few algorithms for Conceptual Clustering (CC) with
multi-relational representations [Stepp & Michalski, 86]
o Fewer dealing with the SW standard representations and their
semantics
o KLUSTER [Kietz & Morik, 94]
o CSKA [Fanizzi et al., 04]
@ Produce a flat output
o Suffer from noise in the data
e Proposal of new (agglomerative/divisional) hierarchical CC
algorithms that
e are similarity-based = noise tolerant
e produce a hierarchy of clusters
e can be used for detecting new concepts or concept drift and for
improving the efficiency of the service (resource) discovery task
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@ Ontologies evolve over the time.

o New instances are asserted

o New concepts are defined
o Concept Drift

e the change of a known concept w.r.t. the evidence provided by
new annotated individuals that may be made available over
time

@ Novelty Detection

e isolated cluster in the search space that requires to be defined

through new emerging concepts to be added to the KB
o Conceptual clustering methods can be used for
2008]

automatically discover them [Fanizzi et al. @ ESWC
«O> «Fr «=Er «E)» = QA
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@ Hierarchical algorithm = returns a hierarchy of clusters
@ Inspired to the K-Means algorithm

o Defined for feature vectors representation where features are

(weighted average of points in a cluster) is used for partition
algorithm)

only numerical and the notion of the cluster centroids
@ Exploits the notion of medoid (drawn from the PAM

o central element in a group of instances

n
m = medoid(C) = argminz d(a, aj)
acC T
Jj=1
«O0)>» «Fr «=» « =) = Q>
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Running the Clustering Algorithm

@ Level-wise (number of level given in input, it is the number of
clusters that we want to obtain): find the worst cluster on
that level that has to be slip

e worst cluster < having the least average inner similarity
(cohesiveness)

e select the two most dissimilar element in the cluster as
medoid

@ split the cluster iterating (till convergence)

e distribute individuals to either partition on the grounds of
their similarity w.r.t. the medoids

e given this bipartition, compute the new medoids for either
cluster

e STOP when the two generated medoids are equal to the
previous ones (stable configuration) or when the maximum
number of iteration is reached . - _ _

C. d’Amato Inductive Reasoning on Ontologies






Introduction & Motivation

The Reference Representation Language K-Nearest Neighbor Algorithm for the SW
Similarity Measures: Related Work SVM and Relational Kernel Function for the SW
(Dis-)Similarity measures for DLs A Clustering Method for Concept Drift and Novelty Detection
Similarity-Based Inductive Learning Methods for the SW A Clustering Method for Improving Service Discovery

Conclusions and Future Work Proposals

Clustering Algorithm: Discussion

@ As for the PAM algorithm, our algorithm can be used with
any specified similarity measure
e Others algorithms do not allow such a flexibility (only
Euclidean measure is allowed)
e Flexibility important for using the algorithm for finding clusters
w.r.t. different criteria
@ e.g. researcher in biological applications are interested in
grouping correlated elements and also anti-correlated elements
@ Medoids are more robust in presence of outliers w.r.t.
centroids that are weighted average of points in a cluster
e The medoid is dictated by the location of predominant fraction
of points inside a cluster
e Robustness particularly important in the SW context where
there can be many elements do not belonging exactly to any

cluster due to the OWA . L
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Conceptual Clustering Step

For DLs that allow for (approximations of) the msc and Ics, (e.g.
ALC or ALE):
@ given a cluster node;,

e Va; € node; compute M; := msc(a;) w.r.t. the ABox A
o let MSCs; := {M;|a; € node;}

@ node; intensional description lcs(MSCs;)
Alternatively a Supervised Learning phase can be used

@ Learn a definition for node; whose individuals represent the
positive examples while the individuals in the other clusters at
the same level are the negative example

@ More complex algorithms for concepts learning in some DLs
may be employed ([Esposito,04] [Lehmann,06])

C. d’Amato Inductive Reasoning on Ontologies



integrated in the clustering model

If new annotated individuals are made available they have to be

© Each individual is assigned to the closest cluster (measuring
the distance w.r.t. the cluster medoids)

© The entire clustering model is recomputed

© The new instances are considered to be a candidate cluster

o An evaluation of it is performed in order to assess its nature

«0)>» «F» «=)» « =) = Q>
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Evaluating the Candidate Cluster: Main Idea 1/2

Global Decision Boundary

Candidate Cluster
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Candidate Cluster

o Dl'lﬂ Global Decision Boundary
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Evaluating the Candidate Cluster

@ Given the initial clustering model, a global boundary is
computed for it

o VC; € Model, decision boundary cluster = maxaec,d(aj, m;)
(or the average)

e The average of the decision boundary clusters w.r.t. all
clusters represent the decision boundary model or global
boundary dyyeral

@ The decision boundary for the candidate cluster CandCluster
is computed dcandidate
@ if deandidate < dovevrar then CandCluster is a normal cluster

e integrate :

Va; € CandCluster a; — G s.t. d(a;, m;) = miny, d(a;, m;)
@ else CandCluster is a Valid Candidate for Concept Drift or
Novelty Detection

C. d’Amato Inductive Reasoning on Ontologies



@ The Global Cluster Medoid is computed
m := medoid({m; | ; € Model})

@ dmax := MaXm;eModel d(m, mj)

C; € Model

e if d(m, mcc) < dmax the CandCluster is a Concept Drift
o CandCluster is Merged with the most similar cluster

most similar cluster is found)

o if d(m, mcc) > dmax the CandCluster is a Novel Concept
o CandCluster is added to the model (at the level j where the

«0)>» «F» «=)» « =) = Q>



ontology DL #concepts #obj. prop. #data prop. #individuals
FSM  SOF(D) 20 10 7 37
S.-W.-M. ALCOF(D) 19 9 1 115
TRANSPORTATION ALC 44 7 0 250
FINANCIAL ALCIF 60 17 0 652
NTN  SHZIF(D) 47 27 8 676

@ For each ontology, the experiments have been repeated for
varying numbers k of clusters (5 through 20)

@ For computing individual distances all concepts in the
ontology have been used as committee of features

e this guarantees high redundancy and thus meaningful results

@ PELLET reasoner employed for computing the projections
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the standard metrics

e Generalized Dunn’s index [0, +00[

@ Obtained clusters evaluated, per each value of k by the use of

e Mean Square error WSS cohesion index [0, +oo[
o Silhouette index [—1,+1]

@ within cluster squared sum of distances from medoid
@ An overall experimentation of 16 repetitions on a dataset
RAM) Linux Machine.

took from a few minutes to 1.5 hours on a 2.5GhZ (512Mb

«0O0)>» «F»r «=» « > Q>



Dunn's Measure

FSM FSM FSM
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@ Silhouette (most representative index)
e Close to its max value (1)
@ Dunn's + WSS:

o knees can give a hint of optimal choice for clustering
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Dunr's Measure

Dunn's Measure
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@ Service Discovery is the task of locating service providers that
can satisfy the requester’s needs.

o Service discovery goal: make service retrieval a
(semi-)automatic task.
o Focused aspects:

e set up methods for describing the service semantics

@ Services are described as concept instances of the domain
ontology to which they refer [L. Li et al. 2003]

@ Services are described as concept descriptions by the use of a

domain ontology as shared KB [S. Grimm et. al. 2004].
e improvement of the effectiveness of the matchmaking process
«0)>» «F» «=)» « =) = Q>
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A Clustering Method for Improving Service Discovery

Provided Services
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Match Test

Request
Request

Match Test

O(log n)
The Idea

Provided Services
C. d’Amato Inductive Reasoning on Ontologies



@ How to model service descriptions?

@ How to build the tree-index structure?
© How to represent inner nodes of the tree-index?
@ What kind of match test has to be used?
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©® How to model service descriptions?

@ How to build the tree-index structure?
© How to represent inner nodes of the tree-index?
@ What kind of match test has to be used?
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Method proposed by Grimm, Motik, Preist;

in our case)

e Background knowledge described in Ontology (LALC ontology

@ Service described as concept expression (ALE(T) in our case)

e Ex.: S, = Flight M 3from.{Cologne} M 3to.{Bari}
@ Request described as concept expression
o Ex.:

» = Flight3from.{Cologne,Hahn,Frankfurt} M 3to.{Bari}
«O0)>» «Fr «=» « =) = Q>
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@ How to model service descriptions?

© How to build the tree-index structure?

© How to represent inner nodes of the tree-index?
@ What kind of match test has to be used?
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Classical setting:

o Data represented as feature vectors in an n-dimentional space
o Similarity is often measured in terms of geometrical distance
@ Output: a dendrogram, namely a tree structure

o No intentional cluster descriptions are generated
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o Data represented as feature vectors in an n-dimentional space
o Similarity is often measured in terms of geometrical distance
@ Output: a dendrogram, namely a tree structure

o No intentional cluster descriptions are generated
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o Data represented as feature vectors in an n-dimentional space

o Similarity is often measured in terms of geometrical distance
@ Output: a dendrogram, namely a tree structure
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The Hierarchical Agglomerative Clustering method

Classical setting:

@ Data represented as feature vectors in an n-dimentional space

@ Similarity is often measured in terms of geometrical distance
@ Output: a dendrogram, namely a tree structure
e No intentional cluster descriptions are generated
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@ Similarity is often measured in terms of geometrical distance
@ Output: a dendrogram, namely a tree structure

e No intentional cluster descriptions are generated
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@ How to model service descriptions?

@ How to build the tree-index structure?

© How to represent inner nodes of the tree-index?
@ What kind of match test has to be used?
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Clustering service descriptions requires:

@ to set up a hierarchical agglomerative clustering for
Description Logics representations
Issues:

@ Which cluster to merge?

o A similarity measure applicable to complex DL concepts is
required

@ A conceptual clustering method is needed for producing
intensional cluster descriptions

o Requested a good generalization procedure
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[d’Amato et al. @ Service Matchmaking WS at ISWC 2007]
o Modified average-link algorithm
o Adopted GCS-based measure instead of Euclidean measure
@ Intentional cluster descriptions generated by means of the
GCS of the clusters to merge (Instead of Euclidean average)
@ Output: DL-Tree where actual resources are in the leaf nodes,
inner nodes are intentional descriprions of che children nodes

GCS(GCS(A,Bb, GCS(C,D))
GCS(/IQT r %S‘(C,D)
A B C D
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Restructuring the DL-Tree

@ Since redundant nodes do not add any information
o If two (or more) children nodes of the DL-Tree have the same

intentional description or
e If a parent node has the same description of a child node

e => a post-processing step is applied to the DL-Tree

@ /f a child node is equal to another child node = one of them
is deleted and their children nodes are assigned to the
remaining node.

@ If a child node is equal to a parent node = the child node is
deleted and its children nodes are added as children of its
parent node.

© The result of this flattening process is an n-ary DL-Tree.
[m] = = =

C. d’Amato Inductive Reasoning on Ontologies
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Updating the DL-Tree: e.g. a new service occurs

The DL-Tree has not to be entirely re-computed. Indeed:
© The similarity value between Z and all available services is
computed =- the most similar service is selected.
@ Z is added as sibling node of the most similar service while
© the parent node is re-computed as the GCS of the old child
o

nodes plus Z.

In the same way, all the ancestor nodes of the new generated

parent node are computed.

GCS(GCS(A,B,Z),%CS(C,D))

GCS(A,B,Z
B!
A B ?

C. d’Amato
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@ How to model service descriptions?

@ How to build the tree-index structure?
© How to represent inner nodes of the tree-index?
©® What kind of match test has to be used?
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Service Retrieval Exploiting Clustered Services Descriptions

@ Checks for subsumption of an available resource description
w.r.t the request
e Selects only resources able to fully satisfy the request

R =Flightn3from.Colognendto.Bari

Match Test (R,C
atch Test (R,C,) C =Flight nHotel

C . 2=Hotel

C, ~Flight

11

C

111 112 .
Available Resources

C,~FlightnIFrom Paris ¢ _=FlightnIfrom. Cologne
n3to.Bari n3to.Bari
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e SWS Discovery Data Set (handmade and available at
https : //www.uni — koblenz.de/FB4/Institutes/IFI | AGStaab
/ Projects /xmedia/dl — tree.htm)

e 93 ALE(T) service descriptions referring to

e an ALC ontolgy (bank, post, media, geografical information)

o developed based on another dataset in order to fit the
methodology by Grimm et al
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SWS Discovery Data set:

@ All service descriptions have been clustered by the use of the
DL-Link algorithm and a DL-Tree has been obtained
Generated Queries:
@ 93 corresponding to the leaf nodes of DL-Tree
@ 20 corresponding to some inner nodes

@ 116 randomly generated by conjunction /disjunction of

primitive and/or defined concepts of the ontology and/or
service descriptions.
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Efficiency of the DL-Tree based method measured by

@ Average number of matches in the DL-Tree for finding all
resources satisfying the query

@ Mean execution time per each query

o Laptop PowerBook G4 1.67 GHz 1.5 GB RAM
Compared with Linear Matching approach
@ Number of matches

@ Mean execution time per each query
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Table: Number of comparison (average and range) and mean execution
time for finding all the services satisfying a request w.r.t. the different
kinds of requests both in the linear matching and in the DL-Tree based
retrieval.

Darta SET | Algorithm Metrics Leaf Node  Inner Node  Random Query
DL-Tree avg. 41.4 23.8 40.3
based range 13 - 56 19 - 27 19-79
SWS Dis. avg. exec. time | 266.4 ms. 180.2 ms. 483.5 ms.
Linear avg. 96 96 96
avg. exec. time| 678.2 ms. 532.5 ms. 1589.3 ms.
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@ A set of semantic (dis-)similarity measures for DLs has been
presented

e Able to assess (dis-)similarity between complex concepts,
individuals and concept/individual

@ Experimentally evaluated by embedding them in some
inductive-learning algorithms applied to the SW and SWS
domanis

@ Realized an instance based classifier (K-NN and SVM) able to
outperform concept retrieval and induce new knowledge

@ Realized a set of clustering algorithms for improving the
service discovery task and for detecting concept drift and new

concepts in an ontology
«0)>» «F» «=)» « =) = Q>



@ Make possible the applicability of the measures to
concepts/individuals asserted in different ontologies

o Extend the k-NN-based classifier so that the probability that
an individual belongs to one or more concepts are given.
o For clusters-based discovery process:
e Use an heuristic for choosing the best path to follow when two
or more nodes satisfy the match at the same lavel

o Investigate incremental clustering methods for coping with new
available services

o Use more expressive DL languages for the DL-tree index, e.g.
DL-lite instead of ALE
o DL-tree for Other Matches
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o For the detection of new concepts:

o Group homogeneous individuals in the candidate cluster and

evaluate each group w.r.t. the model

e Set up the conceptual clustering step as a supervised learning

phase with complex DL languages
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o N. Fanizzi, C. d'Amato. A Similarity Measure for the ALN
Description Logic. CILC 2006

o K. Janowicz. Sim-dl: Towards a semantic similarity
measurement theory for the description logic ACCNR in
geographic information retrieval. SeBGIS 2006, OTM WS

o C. d'Amato, N. Fanizzi, F. Esposito Classification and
Retrieval through Semantic Kernels KES 2008, SWEA Track

@ S. Bloehdorn, Y. Sure Kernel Methods for Mining Instance
Data in Ontologies ISWC 2007

o C. d'Amato, N. Fanizzi, F. Esposito Query Answering and
Ontology Population: an Inductive Approach. ESWC 2008

o C. d'Amato, S. Staab Modelling, Matching and Ranking
Services Based on Constraint Hardness. semanticsd WS, BPM
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That's alll

Thanks for your attention
Claudia d’Amato

claudia.damato@di.uniba.it
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